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Abstract

Estimation and counterfactual analysis in dynamic structural models rely on assump-
tions about the dynamic process of latent variables, which may be misspecified. We
propose a framework to quantify the sensitivity of scalar parameters of interest (e.g.,
welfare, elasticity) to such assumptions. We derive bounds on the scalar parameter
by perturbing a reference dynamic process, while imposing a stationarity condition for
time-homogeneous models or a Markovian condition for time-inhomogeneous models.
The bounds are the solutions to optimization problems, for which we derive a com-
putationally tractable dual formulation. We establish consistency, convergence rate,
and asymptotic distribution for the estimator of the bounds. We demonstrate the
approach with two applications: an infinite-horizon dynamic demand model for new
cars in the United Kingdom, Germany, and France, and a finite-horizon dynamic labor
supply model for taxi drivers in New York City. In the car application, perturbed price
elasticities deviate by at most 15.24% from the reference elasticities, while perturbed
estimates of consumer surplus from an additional $3,000 electric vehicle subsidy vary
by up to 102.75%. In the labor supply application, the perturbed Frisch labor sup-
ply elasticity deviates by at most 76.83% for weekday drivers and 42.84% for weekend
drivers.
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1 Introduction

Dynamic structural models are useful tools for counterfactual policy analysis in various fields
of economics. The dynamic process of latent variables is a key feature of these models, as
it captures the persistence of unobserved factors that affect agents’ decisions over time.
Examples of potentially serially correlated latent variables include product characteristics
in demand estimation (Nair (2007); Schiraldi (2011); Gowrisankaran and Rysman (2012)),
search costs in consumer search (Koulayev (2014)), firm productivity in trade (Piveteau
(2021)), patent profitability in optimal stopping (Pakes (1984)), quality in technology adop-
tion (De Groote and Verboven (2019)), health shocks in insurance (Fang and Kung (2021)),
and beliefs about ability in labor economics (Miller (1984); Arcidiacono et al. (2025)).

Assumptions about the dynamic process governing the serial dependence of latent vari-
ables are central to the estimation and counterfactual analysis in dynamic structural models.
These assumptions capture agents’ uncertainty about the future, such as a consumer’s un-
certainty about future product characteristics in demand estimation. The misspecification
of these assumptions can lead to biased estimates of future continuation value, which in turn
bias counterfactual predictions (e.g., welfare and elasticity). However, the direction and mag-
nitude of this bias are unclear, because the models are dynamic and nonlinear. This raises

the need for sensitivity analysis of empirical results to these distributional assumptions.

In this paper, we propose a framework to quantify this sensitivity by perturbing a ref-
erence dynamic process to compute bounds on a scalar parameter of interest. The scalar
parameter (e.g., welfare and elasticity) is a function of model primitives, such as model pa-
rameters, the distribution of latent variables, and the value function in dynamic structural
models. In our proposed framework, the bounds on this scalar parameter are the solutions
to constrained optimization problems whose feasible region (identified set) is defined by mo-
ment conditions for estimation, structural constraints (e.g., the Bellman equation), and the
perturbation set around the reference transition distribution. The distribution that achieves

the bound is called the worst-case distribution.

A central challenge is to define the perturbation set in a way that simplifies computation
while maintaining key structural features of the distribution of latent variables. For time-
homogeneous models, the structural feature is the stationarity condition, i.e., the perturbed
dynamic process must be stationary. For finite-horizon, time-inhomogeneous models, the
perturbed trajectory of latent variables must be Markovian. In addition, the terminal distri-
bution is fixed because it can be nonparametrically point identified (Lewbel (2000); Matzkin

(2007)). Because the stationarity and Markov conditions are functional constraints imposed



directly on the distribution being optimized, they are computationally difficult to impose.
We contribute to the sensitivity analysis literature (e.g., Christensen and Connault (2023))

by providing a computationally tractable framework to deal with these constraints.

There are further practical challenges. First, the properties (e.g., closed-form, smooth-
ness) of the worst-case distribution are typically unclear, complicating the choice of approx-
imation methods. Second, the expectations that define the scalar parameter, the model-
implied moments, and the structural constraints are all calculated with respect to the per-
turbed distribution. Because this distribution is itself an optimization variable that changes
during the optimization, the numerical integration can be difficult to implement. Third,
the value function in dynamic structural models is infinite-dimensional due to the serial

dependence of latent variables, which complicates the optimization problem further.

To address these challenges, we define the perturbation set as a Kullback—Leibler (KL)
divergence ball around the reference distribution. For the time-homogeneous case, the refer-
ence distribution is a joint distribution of current and future latent variables. For the time-
inhomogeneous case, it is the joint distribution of the entire trajectory of latent variables.
The KL radius controls the size of the perturbation set. We then employ the Optimal Trans-
port (OT) framework to impose structural constraints on the distribution of latent variables.
In the time-homogeneous case, the stationarity condition requires that the marginal distri-
butions of current and future latent variables of the perturbed joint distribution coincide,
which can be imposed using OT. This marginal constraint, together with the KL divergence
penalty from the problem’s Lagrangian, yields a computationally tractable Entropic Optimal
Transport (EOT) problem. In the time-inhomogeneous case, the perturbed trajectory must
be Markovian, and the terminal distribution is fixed. We show how to formulate this as an
EOT problem.

The EOT problem can be solved using its dual formulation, which has three key ad-
vantages over the primal formulation. First, it provides a closed-form expression for the
worst-case distribution and characterizes its smoothness. During our proposed optimization
algorithm, this closed-form expression is used to update the value function in dynamic struc-
tural models. Second, the Sinkhorn algorithm (Sinkhorn and Knopp (1967); Cuturi (2013))
allows us to solve the EOT problem and compute the worst-case distribution efficiently. Fi-
nally, because the expectations in the dual problem are taken with respect to the reference

distribution, an appropriate numerical integration method can be chosen in advance.

Then we consider three complementary sensitivity measures to interpret the results. First,
the global sensitivity approach computes the largest deviation from the reference value. It

progressively increases the KL radius until the bounds flatten. We show that it provides



a tractable approximation to the nonparametric bounds on the scalar parameter when the
KL divergence constraint is removed. Moreover, we derive an explicit upper bound on the
approximation error, which enables us to control the error within a desired level. Second,
the local sensitivity approach analyzes the effect of small perturbations. It computes the
right derivatives of the bounds with respect to the KL radius at zero, which serves as our
local sensitivity measure. Finally, the robustness metric approach, inspired by Spini (2024),
computes the smallest deviation from the reference distribution required to produce sensitive
results. It is the smallest KL divergence from the reference distribution required for the scalar
parameter’s value to fall below a user-specified threshold (e.g., 5% below the reference value).
In addition to our three sensitivity measures, we can also estimate an alternative model and

set the radius as the KL divergence between the alternative and reference models.

For large sample properties, we propose an estimator for the bound, establishing its
consistency and convergence rate. To this end, we first establish the consistency and conver-
gence rate of the estimator of the identified set, following Chernozhukov et al. (2007). We
then derive the asymptotic distribution of the plug-in estimator by proving the Hadamard
directional differentiability of the bound.

We apply our framework to an infinite-horizon dynamic demand model for new cars in the
UK, Germany, and France. We consider the sensitivity of the price elasticity and consumer
surplus from an additional $3,000 electric vehicle subsidy. In the model, the indirect utility of
purchasing is a latent variable due to unobserved product characteristics, and its transition
is typically modeled as an AR(1) process (e.g., Schiraldi (2011); Gowrisankaran and Rysman
(2012)). For the price elasticity, we find that the French market is the least sensitive to the
distributional assumption (at most 6.20% deviation from the reference elasticity), while the
German market is the most sensitive (at most 15.24% deviation). We also find that this
sensitivity is relatively stable over time for all three markets. For the consumer surplus, the
German market is also the most sensitive (at most 102.75% deviation from the reference
consumer surplus), while the UK and French markets are less sensitive (at most 25.17% and
24.73% deviation, respectively). Importantly, the results remain economically meaningful
even under the worst-case distribution, with the consumer surplus remaining at least $309
million for the German market, $1,243 million for the French market, and $2,584 million for
the UK market.

We also apply our framework to a finite-horizon dynamic labor supply model for taxi
drivers in New York City. We consider the sensitivity of the elasticity of stopping work
and the Frisch elasticity of labor supply. In the model, the market-level supply shock is a

latent variable, and its transition is also modeled as an AR(1) process. For the elasticity



of stopping work, we find that weekday drivers’ elasticity is more sensitive in the morning,
while weekend drivers’ elasticity is more sensitive in the afternoon. For the Frisch elasticity,
both weekday and weekend drivers’ elasticities are sensitive to the distributional assumption,

with at most 76.83% and 42.84% deviation from the reference elasticity, respectively.

1.1 Related Literature

Identification and estimation. Many papers have focused on identification in a range of dy-
namic structural models including finite mixture models (Kasahara and Shimotsu (2009);
Luo et al. (2022); Higgins and Jochmans (2023, 2025)), unobservable Markov processes (Hu
and Shum (2012)), and counterfactual conditional choice probabilities in dynamic binary
choice models (Norets and Tang (2014)). Berry and Compiani (2023) uses the generalized
instrumental variable approach for unobserved state variables in dynamic discrete choice
(DDC) models. In fixed effects DDC models, Aguirregabiria et al. (2021) considers identi-
fication of structural parameters using sufficient statistics, while Aguirregabiria and Carro
(2024) studies identification of average marginal effects. Hwang (2024) employs proxy vari-
ables for the latent variables. Kalouptsidi et al. (2021c¢) proposes the Euler Equations in
Conditional Choice Probabilities (ECCP) estimator. By leveraging finite-dependence prop-
erties and cross-sectional data, it identifies structural parameters in the presence of serially
correlated market-level unobserved variables without distributional assumptions. Arcidia-
cono and Miller (2011) adapts the Expectation-Maximization algorithm to estimate DDC
models with discrete latent types. Norets (2009) extends the Bayesian estimation of DDC
models by Imai et al. (2009) to allow for serially correlated latent variables, while Blevins
(2016) proposes a sequential Monte Carlo method. Chiong et al. (2016) shows identification
in DDC models is an optimal transport problem under serial independence of utility shocks.
In addition, Chen et al. (2011), Schennach (2014), and Fan et al. (2023, 2025) consider infer-
ence of finite-dimensional parameters in the presence of an infinite-dimensional parameter,

namely the distribution of latent variables.

Our framework contributes to this literature in three ways. First, we focus directly on a
scalar parameter (e.g., welfare, elasticity) rather than on the identified set of model prim-
itives. Second, to analyze sensitivity, we consider a perturbation set around the reference
distribution rather than the set of all distributions. Third, we complement identification
strategies that do not rely on distributional assumptions. In the labor supply application,
we use the ECCP estimator of Kalouptsidi et al. (2021¢) to point identify the utility pa-
rameters and then conduct sensitivity analysis of the labor supply elasticity with respect to

assumptions about the dynamic process of the market-level supply shock.

4



Sensitivity analysis and robustness. In DDC models, Kalouptsidi et al. (2021a,b) relax
common normalizations on the utility function. Bugni and Ura (2019) considers the local
misspecification of the transition density of observable variables, assuming the transition
density is correctly specified in the limit (as the sample size goes to infinity) in DDC mod-
els. Andrews et al. (2017) considers a setting in which the moments are locally misspecified
under the reference distribution. Subsequent work Armstrong and Kolesar (2021) constructs
near-optimal confidence intervals in such models. Kitamura et al. (2013) considers the ro-
bust estimation under moment restrictions. Bonhomme and Weidner (2022) perturbs the
reference model and assumes the size of the perturbation shrinks to zero as the sample size
goes to infinity. Chen et al. (2024) relaxes the rational expectation assumption. Gu and
Russell (2024) considers the identification of scalar counterfactual parameters using optimal
transport. Spini (2024) studies the robustness of policy effects to changes in the distribution
of covariates. Armstrong (2025) provides a selective review of misspecification in econo-
metrics. Most closely related is Christensen and Connault (2023), who conducts sensitivity
analysis with respect to parametric assumptions about the distribution of latent variables
in structural models. However, they focus on relaxing the marginal distribution assumption

while maintaining serial independence.

We contribute to this literature in three ways. First, our focus on misspecified dynamic
processes complements previous analysis of misspecification in dynamic structural estimation
(e.g., Bugni and Ura (2019); Kalouptsidi et al. (2021a,b); Christensen and Connault (2023)).
Second, the size of our perturbation set is fixed and does not shrink with the sample size.
Third, we provide a computationally tractable dual formulation for the optimization problem.
While prior work (Schennach (2014); Gu and Russell (2024); Christensen and Connault
(2023)) uses duality to convert the infinite-dimensional problem to a finite-dimensional one,
our dual problem is still infinite-dimensional. This is because the stationarity condition for
time-homogeneous models and fixed terminal distribution for time-inhomogeneous models
are infinite-dimensional, and serial dependence leads to an infinite-dimensional value function
in dynamic structural models. However, by leveraging EOT duality, we provide a tractable

implementation and demonstrate our approach through two empirical applications.

Distributionally robust optimization (DRO). The literature on DRO (Kuhn et al. (2019);
Rahimian and Mehrotra (2019); Blanchet et al. (2022); Gao and Kleywegt (2023); Wang
et al. (2021)) usually studies the uncertainty due to limited observability of data, noisy

measurements, or estimation errors.

Our work is distinct in that we study the misspecification due to assumptions about

the serial dependence of latent variables—a problem of model specification rather than data



limitation. Moreover, because our framework can be treated as a moment-constrained DRO
problem, we employ the minimax theorem (see Fan (1953) and Ricceri and Simons (1998),
Theorem 1.3) to exchange the order of the supremum over Lagrangian multipliers (for the
moment conditions and structural constraints) and the infimum over distributions in the
perturbation set. This exchange allows a direct application of duality results from the DRO

literature, which simplifies our proof of the dual formulation significantly.

Applied work. Building on the seminal work on the estimation of DDC models (Rust
(1987); Hotz and Miller (1993); Aguirregabiria and Mira (2002, 2007); Pesendorfer and
Schmidt-Dengler (2008); Arcidiacono and Miller (2011)), most applied work assumes the
serial independence of utility shocks. In the presence of serially correlated latent variables,
parametric models are often used, as seen in the works of Schiraldi (2011); Gowrisankaran
and Rysman (2012); Blevins et al. (2018); Piveteau (2021) and others mentioned in the

introduction.

We contribute to this literature by developing a computationally tractable framework
for sensitivity analysis of scalar parameters of interest to these distributional assumptions.
We also demonstrate our framework through two empirical applications: an infinite-horizon

dynamic demand model, and a finite-horizon dynamic labor supply model.

Outline: Sections 2 and 3 present our framework for time-homogeneous and time-
inhomogeneous models. Section 4 establishes the large sample properties of our estimator.
Section 5 introduces three sensitivity measures. Section 6 discusses practical implementa-
tion. Sections 7 and 8 present two empirical applications. Section 9 concludes. Appendix A

presents additional examples. All proofs are in Appendix B.

Notation: Let U € U C R? be a vector of latent variables with support U where U is
assumed to be Polish. Let P (U) be the space of Borel probability measures on U and B(U) be
the Borel g-algebra on Y. In this paper, all measures are assumed to be absolutely continuous
with respect to the Lebesgue measure. Denote by Er [-], E, [-] the expectations with respect
to ' € P(U) and the probability distribution of the random variable x, respectively. For
variables in a stationary dynamic context, a prime (e.g., ') denotes the variable’s value in
the next period. Let Fy, Fy € P(U), we write F} < Fy if F} is absolutely continuous with
respect to Fy, and I} ® F, as the product measure. For a finite-dimensional vector, denote
by || - ||, the p-norm. Denote by LP(F') the space of functions for which [|f|PdF < oo. For
a set A, let int(A) denote its interior. Denote by R, the set of non-negative real numbers,
and N the set of natural numbers. Finally, let J := {1, -, J}.



2 Methodology for Time-Homogeneous Models

This section presents our methodology for time-homogeneous models. Section 2.1 defines the
perturbation set. Section 2.2 gives two examples. Section 2.3 presents the general framework

and derives duality results. Section 2.4 discusses how to perturb the stationary distribution.

2.1 Definition of Perturbation Set

We partition a vector of latent variables U € U C R? into 2 < k < d subvectors, i.e.,
U= (U, ,U).t Each subvector U; € U; C R% has a marginal distribution v; € P(U;) for
1 =1,---,k. Let Fy denote the reference distribution for U. The perturbation set around

this reference distribution is defined as:
F:={FePU)|Fell(vn, - ,v), Dxp(F|Fy) <}

where TI(vy, - -+ , 1) is the set of joint distributions on U with marginals {;}¥_;, and § >0
measures the “size” of the perturbation set, defined by the Kullback-Leibler (KL) divergence:
[log (4292) dF(U) it F < Fy

Dy (F||Fy) == dFo(U)

+00 otherwise

In time-homogeneous models, the marginal distribution constraints are used to impose the
stationarity. Consider an unobserved stationary first-order Markov process {&; }1ez with state
space = C R%. The process is stationary with respect to vy € P(E) if [ Fy(d€'|&)vo(dE) =
vo(dg') for all & € =, where Fy(d€'|€) is the reference transition kernel (e.g., conditional
Gaussian distribution for an AR(1) process). This is equivalent to requiring that the marginal
distributions of the joint distribution dFy(€,&") = Fyo(d€'|€)vo(dE) are both vy, ie., Fy €
II(vy, vp). Moreover, for any F' € II(vy, 1g), its conditional density F'(d¢’|€) preserves vy as a

stationary distribution. For this example, let U := (£,&’). Then, the perturbation set is:

.F = {F € P(U) | F - H(l/o,VO),DKL(F”F()) S (5}
——— _

~
Stationarity Perturbation

This definition allows us to perturb the transition kernel of the Markov process while keeping
its stationary distribution unchanged. It can introduce non-linear dynamics into the latent

variable process. For example, if the reference model is an AR(1) process, the perturbation

IThe vector U can also contain observable variables.



set includes any nonlinear first-order Markov process with the same stationary distribution
as the AR(1) process. Section 2.4 discusses how to perturb the stationary distribution. In
this case, we replace the condition F' € I(vy, vy) with F' € TI(v,v), where v is the perturbed

stationary distribution that is in a neighborhood of vj.

The marginal constraints with the KL constraint form a computationally tractable EOT

problem whose implementation depends on its dual formulation (see Section 2.3).2

Remark 1. (i) We can further partition (£, ¢’) into some subvectors to analyze sensitivity

to distributional assumptions about cross-sectional dependence.

(ii) We can also consider higher-order Markov processes by expanding the state space. For
example, if the perturbed process is a second-order Markov process, then perturbation
set can be defined on the joint distribution of (ft, ftﬂ) where & = (&, &11)-

2.2 Examples

Our framework applies to a variety of latent variables, including utility shocks, productivity
characteristics, labor supply shocks, etc. This section focuses on a parametric model for
latent variables beyond utility shocks in infinite and finite-horizon DDC models. Appendix
A considers: (i) serial independence of utility shocks in DDC models, and (ii) serial indepen-
dence of consumption shocks in dynamic discrete-continuous choice models. The bounds on
a scalar parameter are solutions to constrained optimization problems over the perturbation

set subject to structural constraints (e.g., Bellman equation) and moment conditions.

Example 1 (Infinite Horizon Dynamic Discrete Choice Models with Serially Correlated
Latent Variables). This example considers a parametric model for serially correlated latent
variables in a single-agent DDC model as in Rust (1994). Let £ € = be the exogenously
evolving latent variable (e.g., unobserved productivity characteristics). Agents solve the
smoothed?® Bellman equation for the conditional value function v € ¥V where V is a function

class (e.g., square integrable functions, the Holder class, etc.): for V (z,£,j) € X x 2 x J,

log (Z exp(vy (', 5’)))

jeJ

v;(2,8) = uj(2,&0) + fEe By + By (1)

where x € X is the observable state variable, 5 € (0, 1) is the discount factor, 7 is the Euler

2For duality results of general divergence constrained OT problem, see Bayraktar et al. (2025).
3We assume that the utility shock is additively separable in the period utility function and follows an
ii.d. Extreme Value Type I distribution, leading to the log-sum-exp form of the value function Rust (1987).



constant, and u;(z,&; 0) is the period utility of choosing action j € J parameterized by 6 €

©. The model-implied Conditional Choice Probability (CCP) is p(j|z, &) = = eXp(”;((m’g)() 5y
j/EJeX ’Uj/ Z,

Let U := (£,£') be a vector of current and future latent variables. An AR(1) process is

often used to model the transition of §. Therefore, the reference distribution is dFy, (U) :=
Fy, (dg'[€)vp, (d€) where Fy, (d€'[€) is the conditional distribution parameterized by 0y € ©
(e.g., the parameters of the AR(1) process), and vy, is its stationary distribution. The

perturbation set for a given 6 is defined as:

Fo, = {F € PU) | F € U(vs,,vs,), Dr(F||Fy,) <3}

Suppose the scalar parameter of interest is the average elasticity of action j with respect

to variable z;, defined as:
Ip(jlz, &)
oxr;  Fy(j|z)

E,, E. [

where Py(j|x) is the population CCP, and the expectation is taken with respect to the joint
distribution F' € Fp, and the distribution of .

We convert the smoothed Bellman equation (1) into an unconditional moment restriction
that depends on the joint distribution F. We assume? there exists a class of Lagrange

multiplier functions G5 such that v solves the Bellman equation (1) if and only if:

sup ErE, ;.
geg

9;(,€) (vju,f) — uy(2,£:0) — flog (Z exp(vj«a:',s'») - m)] ~0

VH=NA

where the inner expectation is taken with respect to the stationary distribution of z, the
population CCPs, and the conditional distribution of 2’ given (z, j). Let g := (g;)jes. Then,

we rewrite the structural constraints as:

supEp [¥(U;6,v,9)] =0

geg

We consider the following moment conditions for estimation:

EVef p(jlz,&)] = Po(jlx) V (j,z) € T x X

4The Lagrange multiplier function converts the continuum of conditional moment restrictions into a
single unconditional moment restriction (see for example Andrews and Shi (2013) and Schennach (2014)).
5For example, if V is the class of square integrable functions, G is the class of square integrable functions.



We assume X’ has discrete support, and rewrite the moment conditions as:
Er [m(U;v)] = Ry

where m(U; v) stacks the model-implied CCPs, and F, stacks the population CCPs.

Then, the lower bound on the elasticity is given by:

Pe
. i E, E, p(jlz, §) il
07€O; (0,0,F)EOXVX Ty, f Oxr;  Py(jlr)

st. Erp[m(U;v)] =Py
SupEF [w(Uv 97 U?Q)] =0

geg

In the next section, we will discuss the implementation for a fixed 6¢. The overall lower
bound requires an additional optimization over 0, € ©;. In practice, we can discretize the
estimated AR(1) process, and scale the grid points according to the candidate 6; during
the optimization. Then, the optimization over 6 can be implemented using the algorithm

proposed in Section 6.2.

Example 2 (Finite Horizon Dynamic Discrete Choice Models). This example considers a
finite-horizon DDC model where the latent variable £ € = (e.g., labor supply shocks) follows
a first-order stationary Markov process. The conditional value function v; € V at time period

t < T < 400 solves the smoothed Bellman equation: for V (x;,&,j) € X X 2 x 7,

+ B8y (2)

th(xn 5t) = Uj(xu &; 9) + ﬁE£t+1|£tExt+1|zt,j [log (Z eXP(th+1(fUt+1> §t+1))>

j'eg

where x € X is the observable state variable, 5 € (0,1) is the discount factor,  is the
Euler constant, u;(x,&;6) is the period utility parameterized by 6 € ©, and v;r(zr,&r) =

w;(zr, &r; 0). The model-implied CCP is py(j|x, &) = > ezp(”;t((x’g)() )"
e exp(v(w,

Let U := (£,&') be a vector of current and future latent variables. In practice, we may set

the reference distribution as the estimated distribution from a parametric model, such as an
AR(1) process. The reference distribution Fj is the product of the conditional distribution

and its stationary distribution, v. The perturbation set is defined as:
F:={FePU)|F €ll(v,v), Drr(F|Fy) <}
Suppose the scalar parameter of interest is the consumer surplus derived from the choice set

10



J at period t:

EVOEZ't

é log (Z exp(vje(y, ft))) ]

JjeT
where we assume u;(x, &; 6) is linear in price and « is the price coefficient.

We convert the smoothed Bellman equation (2) into restrictions that depend on the joint
distribution ' € F. We assume there exists a class of Lagrange multiplier functions G such
that for each ¢t <T — 1, v; solves (2) if and only if:

sup ]EFExt,jt,mt+1 |:g_]t (xl‘n é-t)
gt€G

X (th(ﬂﬂt,ft) - th(ift, ,0) — Blog (Z eXp(Uj’t+1(xt+17£t+l))> - 57)] =0

j'eg

where (&,&11) ~ F, (z4,7;) is distributed according to the observed data at time ¢, and
2441 follows the conditional distribution given (x,j;). Let ¢ := (gj1)jesi<r—1 and v :=

(vjt)jest<r—1. Then, we rewrite the structural constraints as:

supEp [(U;0,v,9)] =0

geg

where 1) is the sum of the objective functions in the above equation for each ¢t < T — 1.

We consider the following moment conditions for estimation: for each ¢t < T,

E,, pe(jl7e, §)] = Por(jlae) ¥V (o) €T x &

where Py (j|x;) is the population CCP at period ¢t. We assume X has discrete support, and

rewrite the moment conditions as:
Er [m(U;v)] = By

where m(U;v) and Py stack the model-implied and population CCPs for all ¢t < T.

Then, the lower bound on consumer surplus at period t is given by:

é log (Z eXp(th(xta gt))> ]

JjeT
st. Erp[m(U;v)] =P
SupEF [¢(U707U7g)] =0

geg

inf E,E.,
(0,0,F)EOXVXF
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2.3 Framework and Duality

We now present a general framework that nests the above examples. In general, the model is
not point-identified when JF is not a singleton.® Therefore, we propose to compute upper and
lower bounds on the outcome of interest. Let the scalar parameter of interest, s : U x©O xV —
R, be a function of the latent variable U, and the model primitives (0, v) € © x V. The lower

bound is the solution to the following optimization problem:

k(0, P) := (G,U,F)lengVx}'EF [s(U;0,v)]
st. Ep[m(U;0,v)]=P (Primal)
sup Er [¢(U;6,v,9)] = 0
9€g

where F :={FF € P(U) | F € Il(vy,--- , ), Do (F||Fy) < 6}

The first constraint is a moment condition where the moment function m : U x O x VY —
R is finite-dimensional as we assume the observable variable X € X has discrete support
and stack the moment functions for each x € X. The second constraint is a structural
constraint defined by ¢ : U x © x V x G — R that is linear in the Lagrange multiplier

function g € G for a given (6, v). Finally, v € V is the solution to the structural constraint.
Remark 2. (i) The upper bound can be obtained by replacing s(U; 0, v) with —s(U; 6, v).
(ii) The moment condition can contain restrictions linear in F', e.g., covariance restrictions.

(iii) If some model primitives (e.g., a subvector of 6) are point-identified, they are treated

as fixed values rather than optimized over.

(iv) The framework can also be applied to models without structural constraints, such as

static and panel discrete choice models.

The Primal problem can be intractable due to the optimization over F. First, the proper-
ties (e.g., closed-form and smoothness) of the optimal F™* are typically unknown, complicat-
ing the choice of approximation methods. Second, the marginal distribution conditions are
functional constraints imposed directly on the distribution being optimized, which are com-
putationally difficult to impose. Third, expectations are taken with respect to the perturbed

distribution, making numerical integration difficult.

To overcome these issues, we derive the Dual problem corresponding to the Primal. The

Dual provides the closed-form of the optimal F*, and characterizes its smoothness. Moreover,

SFor example, see Schennach (2014); Molinari (2020).
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in the dual, the expectation is taken with respect to the reference distribution Fj. Section 6.2
proposes a computationally tractable algorithm that utilizes the optimal F™. To motivate

the duality, consider the Lagrangian of the Primal:

k(0,P) = inf sup  Ep[c(U;0,0,9, M) + Acr(Dr(F||Fo) —6) = X'P (3)
(G,U)GQXV )\ERdP
Fell(vi,...,vk) Ax1>0,9€G
where c(U;0,v,9,)\) = s(U;0,v) + XTm(U;0,v) + ¢¥(U;0,v,9), A\ € R is the Lagrange
multiplier for the moment condition and Ag, is the Lagrange multiplier for the KL divergence
constraint. For given (6, v), under regularity conditions, we can swap the order of the infimum

over F' and the supremum over (A, Akr,¢). Then, we can rewrite (3) as:

inf sup inf  Ep[c(U;0,v,9,\)] + Mg Drr(F||Fo) — Mgz — AT P
(00)EOXY  ycpdp FEell(vi,....vx)
Ak12>0,9€G

The inner infimum is the Entropic Optimal Transport (EOT) problem (for Agz > 0)7:

C(0,v,9,\, k) = FeH(iyrll,f--,uk)EF [c(U;0,v,9,\)] + Ak Drr(F|| Fp)

where ¢(U;0,v,g,\) is the cost function, and C(6,v, g, A\, Ak ) is called the optimal EOT
value. The EOT problem is computationally fast to solve using the Sinkhorn algorithm,
which relies on the duality of the EOT problem. Moreover, the closed-form and smoothness
of the unique solution F* to the EOT problem can be derived from its duality (see Theo-
rem 1 and Proposition 1). Section 6.1 reviews the EOT duality and the Sinkhorn algorithm.
Next, we impose assumptions for the minimax theorem to swap the order of infimum and
supremum, and the EOT duality to hold:

Assumption 1. We assume:

(i)  The marginals {v;}¥_, have finite p-th moment for some integer p > 1.

dlig (U)

(’Zi) Fo < F@ = ®§:1Vi; and let IO(U) = IOg dFy(U) *

(iii) G is convex and symmetric, i.e., for g1,92 € G, ng1 + (L —n)ga € G for ¥ n € [0,1],
and —g € G if g € G. Moreover, if g € G, thenng € G for ¥ n > 0.

(iv) ForV¥ (0,v,9) € © xV x G, it holds that p(U),s(U;0,v),m(U;8,v),¥(U;0,v,q) are

lower semicontinuous in U.

"See Nutz (2021) for a comprehensive introduction to the EOT problem. The EOT problem has close
connection to the static Schrodinger Bridge problem. It is called the Optimal Transport (OT) problem when
Axr =0 (see Villani et al. (2009)). The optimal value is called the optimal OT value.
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(v)  ForV¥ (6,v,9) € © xV x G, there exist a finite positive constant Cy,, 4 and U € U such
that for ¥ U € U, it holds that |p(U)| + |s(U;0,v)| + ||m(U;8,0) |y + [£(U;0,v,9)| <
Cowg(1 4 d(U,U)) where d(U,U) == S di(U;, U;)? and d; is a metric on U;.

Assumptions 1(i)-1(iv) are mild. Assumption 1(iv) holds for indicator functions. There is
no particular necessity to write p(U) in log-density form in Assumption 1(ii). Our notation
is chosen to simplify the expression in Assumptions 1(iv) and 1(v). Assumption 1(v) imposes
the growth rate condition. It is satisfied for all Examples in Section 2.2 if we assume u, g,
and v satisfy the growth rate condition. It ensures that ¢(U;0,v,g,)\) € L'(F) forV F € F,
and can also be used to show the convergence of the Sinkhorn algorithm and the convergence
of optimal EOT value to optimal OT value as Ax, | 0 (Eckstein and Nutz (2022, 2024)).8

Theorem 1. Let ¢(U;0,v,9,)) := s(U;0,v) + X'm(U;0,v) +(U;0,v,g) where A € R,
Under Assumption 1, the following holds:

(i)  (Minimaz Duality)

k(6,P) = inf sup C(0,v,9,\, Axr) — Ard — ATP (Dual)

(0.0)€0XV \cRdp )} >0,9€G

where C(0,v, g, X\, A\kr) is the EOT problem with regularization parameter Ak :

C(0,v,9,\, kL) = inf  Ep[c(U;0,v,9,\)] + Ak Dk (F|| Fo)

FEH(Ul,--- ,Vk)

(ii)  (Entropic Optimal Transport Duality) For A\kr > 0, we have:?

k
C(ea v, g, A, )\KL) = sup Z ]Eui¢i(Ui)_)\KLEFo exp

{pieL (W)}, =1

(Zf:l ¢Z<U1) - C<U; 97 v, g, )‘>

)\KL

Moreover, there are unique mazximizers {¢;}._, up to additive constants Fy-almost

surely, and the unique worst-case distribution F* has the density of the form.:

dF*(U)
dFo(U)

S 6H(U;) — e(U; 6,0, 9, )
)\KL

) Fy-a.s.

Furthermore, we have C(0,v,9, A\, \g1) = Zle E,,o: (U;).

8For the convergence of optimal EOT value to optimal OT value, lower semicontinuity alone is not
sufficient (Nutz (2021) Example 5.1). A sufficient condition is the continuity condition on the cost function.
9See Villani (2021) for optimal transport duality (Agr = 0).
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(iii) If the lower semicontinuity in Assumption 1(iv) is strengthened to continuity, then

optimizing over Ak, > 0 1s equivalent to optimizing over \ip > 0.

Theorem 1 establishes the duality and provides the closed-form of F™. ¢; is the test
function for the marginal distribution condition v; for i = 1,--- , k. The optimal {gbf}f:l are

the optimal EOT potentials, which can be efficiently obtained using the Sinkhorn algorithm.

The Dual is computationally tractable. First, it provides the closed-form of the worst-
case distribution ™, which can be used in the Primal problem even if we want to solve it
directly. In Section 6.2, we propose an iterative algorithm that alternates between solving
the EOT to obtain the worst-case distribution and updating v by solving the structural
constraint with the worst-case distribution. Second, for given (0,v, g, A\, A1), the optimal
{¢2‘}le (and thus F*) can be efficiently computed using the Sinkhorn algorithm, which is
computationally very fast. Third, the expectations in the Dual are taken with respect to
the marginal distributions and the reference distribution. Therefore, numerical integration

methods can be determined in advance. Finally, we have:

Proposition 1. If ¢(U;0,v,g,\) is k-times continuously differentiable in U, and Ak > 0,
dF*(U)

s TR0 1s also k-times

then {¢f}f:1 are k-times continuously differentiable in U;. Therefore

continuously differentiable in U .

Proposition 1 shows the smoothness of {¢:}1_, for Ay, > 0 (the EOT case). For Mg, = 0
(the OT case), it is not straightforward to obtain the smoothness of the worst-case distribu-
tion (see Villani et al. (2009) Chapter 12).

2.4 Perturbation of Stationary Distribution

This section discusses how to perturb the stationary distribution in the time-homogeneous
setting. We consider the serial dependence of the latent variables, as detailed in the example
in Section 2.1. Let U := (&, £’) be the vector of current and future latent variables. We define
the perturbation set for the stationary distribution as N' = {v € P(Z) | Dgr(v|vo) < 01}
where d; > 0. The perturbation set for the joint distribution is:

F={FePE)|Fecl(vv),veN, Dk (F|F) <}

Let Kstationary (01,9, P) denote the lower bound on the scalar parameter of interest under this

perturbation set. Under regularity conditions, we can swap the order of infimum over F' and
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the supremum over (A, Ak, g):

Rstationary(01,0, P) = inf sup inf C(0,v,9,\, Axr,v) — Agrd — AT P

(0,v)€eOXVY AERIP A1 >0,9€G Ve

where C(0,v,9,\, A\kr,v) is the EOT problem with respect to the perturbed stationary
distribution v: C(@, v, g, )\, )\KLa I/) = ianeH(l,Jj) EF [C(g, 5,; 9, v, g, )\)] + )\KLDKL<F||FO)- Its
dual formulation is:

$1(8) + $2(&') — c(§,€30,v,9,N)

)\KL

C(0,0,9. ) Akr,v) =  sup  E, [¢1(§)+¢2(§/)]—)\KLEFOeXp( )HKL

P1,¢2€L1 (v)

Under regularity conditions, we can swap the order of infimum over v and the supremum

over (41, ¢2). Then, the inner infimum over v is:

inf E, [61(6) + $a2(&')]

which is a KL-divergence distributionally robust optimization problem (see Hu and Hong
(2013); Rahimian and Mehrotra (2019)) whose dual formulation is:

4§ + ¢2(f/)) — 6,

sup —n log E,, exp ( ”

n=0
where 7 is the Lagrange multiplier for the KL divergence constraint for v. To summarize:

Theorem 2. Suppose Assumption 1 holds for any v € N, and Z is compact. Then, we have:

/
K'stationary(éla 67 P) = inf sSup - 10g IE1/0 eXp <_M> - n51 + )\KL - >\KL(S - >\TP
(Q,U)E@XV )\ERdP,’V]ZO 77
Ak >0,9€G
$1,42€L>(E)
$1,p2 Ls.c.

(bl(f) + ¢2(£/) — C(év 5/; 67 U, 9, A))

_)\KLEFO exXp ( )\
KL

Theorem 2 shows the dual formulation when the stationary distribution is perturbed.
Although the Sinkhorn algorithm does not apply directly, we can sequentially update (¢1, ¢2)
using the first-order optimality conditions like the Sinkhorn algorithm (see Section 6.1 for a

review of the Sinkhorn algorithm).
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3 Methodology for Time-Inhomogeneous Models

This section extends our framework to the time-inhomogeneous setting. We begin by defining
the perturbation set for these models in Section 3.1. Section 3.2 provides an example of a
finite-horizon dynamic discrete choice model. Section 3.3 presents the duality result. Finally,

Section 3.4 discusses how to perturb the initial distribution.

3.1 Definition of Perturbation Set

Consider a sequence of latent variables over a finite horizon, U = (&1,&, -+ ,&r), that
follows a first-order Markov chain. The reference joint distribution is the product of an

initial distribution and transition kernels:

dFy(U) = vi(d&1) F1(d&a|6r) - - - Froa(dér|ér-1)

where v;(d&;) is the initial distribution, and Fj(d&;1|&;) is the transition kernel from period

t tot+ 1. Let vp(dér) be the terminal distribution implied by this process.

We consider perturbing the reference distribution while holding its initial and terminal

distributions fixed, i.e.,
fMarkov = {F S P(”) | F e HMarkov(VlaVT)aDKL(FHFO) S 5}

where ypakov (V1, vr) is the set of all joint distributions over U that satisfy the first-order
Markov property'® and have v; and vy as their initial and terminal marginal distributions.
Our perturbation set allows for any transition dynamics of the latent variables between the
initial and terminal periods, as long as the overall process remains Markovian and the initial

and terminal distributions are fixed.

We will discuss how to perturb the initial distribution in Section 3.4. The terminal
distribution can often be nonparametrically identified; therefore, we fix it. For instance, in
a finite horizon DDC model, the terminal period is a static discrete choice problem where
the distribution of the latent variable can be identified (Lewbel (2000); Matzkin (2007)).
Moreover, if & is the market-level latent variable, and the model has the finite dependence
property (see Arcidiacono and Miller (2011))*, then the utility parameters can be identified

without a distributional assumption for the latent variables (see Kalouptsidi et al. (2021c)),

0That is, for any ¢t < T — 1, F(d&y1/&1,- -, &) = F(d&41]€:) almost surely under F.
HFor example, a model with a terminating action has the finite dependence property.
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which in turn identifies the terminal distribution.

3.2 Example

Example 3 (Finite Horizon DDC with Time-Inhomogeneous Transition of Latent Vari-
ables). This example considers a time-inhomogeneous transition for the latent variables,
U:=(&,&, - ,&r), whose perturbation set iS Fyparkoy- The model is similar to Example 2

but with a time-inhomogeneous transition.

We convert the smoothed Bellman equation (2) into restrictions that depend on the

sequence of two-period marginal distributions {F; ;1 }/_,', where:

dFt,t+1(ft, §t+1) - / dF(éla <o 7§T)

E158t—1,6t42,5--,6T

We assume there exists a class of Lagrange multiplier functions G such that for each t < T—1,

vj¢ solves (2) if and only if:

sup EFt,tHEwt,jt,xtﬂ [gjt(l’t, §t>
gt€g

x (0l €) = w1, :6) — Blog (Z exp(vjesa (51, &H))) - 7)] =0

j'eJ

where (&, &41) ~ Fiiq1, and (z¢, ji) is distributed according to the observed data at time
t, and ;1 follows the conditional distribution given (zy,7j:). Let ¢ := (gjt)jez.<r—1 and

v = (Vjt)jegt<r—1. We then rewrite the structural constraints as:

SupEF [¢<Ua 67079)] =0

geg

where 1) is the sum over ¢t < T — 1 of terms inside the expectation of the previous equation.

Then, the lower bound on consumer surplus at period ¢ is given by:

é log (Z exp(vje(y, §t))) ]

JjeT
st. Ep[m(U;0,v)] = Fy
SupEF [w(U797U79)] =0

geg

inf E,E.,
(6,0,F)EOXV X Ftarkov

where v; is the marginal distribution of & implied by F'.
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3.3 Framework and Duality

The bound for the time-inhomogeneous case, kt1(d, P), is defined similarly to the time-

homogeneous case, but with the optimization performed over Fyarkov:

P) = inf E :
(0, P) (0,v,F)€®1>I<1V><}'Marko\, r [s(U;0,v)]
st. Ep[m(U;0,v)] =P (TT)
supEp [¥(U;0,v,9)] =0
geg

where “TT” stands for time-inhomogeneous. To solve TI, we follow the procedure in Theo-
rem 1. However, the set Fyrakov 18 NOt necessarily convex, which prevents the proof strategy
of the minimax duality in Theorem 1 from being applied directly. Therefore, we propose to
solve a relaxed problem where the Markov property condition is removed. We then show
that, under certain reasonable conditions, the solution to the relaxed problem is Markovian,

thereby also solving the original problem. The perturbation set for the relaxed problem is
defined as:
Frawea = {F € PU) | F € Won,vp), Dicy (F|IFy) < 6}

where TI(vq,v7) is the set of joint distributions with initial distribution r; and terminal

distribution vp. The relaxed problem is given by:

Fri(9, P) := (0,v,F)€®1>r<l)f/><frelaxed Er [s(U;0,v)]
st. Ep[m(U;0,v)] =P (Relaxed)
sup EF W(Ua 97 v, g)] =0
g4

whose Lagrangian is:

Fri(6, P) =  inf sup  Er[c(U;0,v,9,\)] + Axr(Drr(F||Fp) —6) = ATP (4)
(6,v)eOXV AeR4P
FGH(VLVT) Ax1>0,9€G
where c(U;0,v,g,)) := s(U;0,v) + X'm(U;0,v) +(U;0,v,9), A € R is the Lagrange
multiplier for the moment condition and Ag, is the Lagrange multiplier for the KL divergence
constraint. For given (6, v), under regularity conditions, we can swap the order of the infimum

over F' and the supremum over (A, Akr,¢). Then, we can rewrite (4) as:

inf sup inf  Ep[c(U;0,v,9,\)] + Mg Drr(F||[Fo) — Agrd — TP
(6,v)eOXV ACREP Fell(vi,vr)
Ak1>0,9€G
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The inner infimum is:

Cri(0,v,9, M\, Akr) ==  inf  Ep[c(U;6,v,9,\)] + Ak Dir(F|| Fo)
Fell(vi,vr)
which can be rewritten as the discrete-time dynamic Schrédinger Bridge (SB) problem (see
Léonard (2013); De Bortoli et al. (2021)). Because it only restricts the initial and terminal
distributions, we can decompose it into two parts: the two-period marginal distribution part
(the first and last period) and the conditional distribution part (the intermediate variables
conditional on the first and last period). The second part is unconstrained, thereby having
a closed-form solution. The first part is the static SB (or EOT) problem whose duality
is similar to Theorem 1. We impose the following assumptions for the minimax duality,

decomposition, static SB duality, and the Markov property:

Assumption 2. Let alF1 o (&1,¢r) - fg ng (&1,&a, ..., &7) be the two-period marginal

.....

of Fy at periods 1 and T'. We assume:

(i) U is compact.

(i1) Fl’T ~ 11 Q vy, ie. FOI’T and vy ® vy are mutually absolutely continuous. Moreover,
log % € L'(n@uvr).
0

(1)) For¥ (0,v,9) € ©xVxG, it holds that |s(U; 0, v)|+||m(U; 0,v)|1+(U; 0, v, g)| < co.

(iv) The functionals s(U;0,v), m(U;6,v), and ¥(U;0,v,9) are pairwise additive, i.e.,
s(U;0,v) = tT 11 3t(§t;§t+179 Vg, Vey1), m(U;0,0) = tT 11 (&, 15 0, 01, Vi), and
Y(U;0,v,9) = t:l wt(ftaftJrl?ea'Utavt+1agtagt+1> Jor some functions sy, my, and .

The boundedness condition in Assumption 2(iii) is stronger than Assumption 1(v), which
does not guarantee that c¢(U;0,v,g,\) € L'(F) for any F' € Frolaxed- Assumption 2(ii) is a
sufficient condition for the SB duality to hold. Finally, Assumption 2(iv) is the key to the
Markov property of the solution to the Relaxed problem, and is satisfied in Example 3. It

does not hold if the moment function depends on the entire path of the latent variables.

Theorem 3. Let c(U;0,v,9,)\) := s(U;0,v) + \XTm(U;0,v) +(U;0,v,g) where A € RIP,
Under Assumptions 1(i), 1(iii), 1(iv), and 2, the following holds:

(i)  (Minimaz Duality)

kri(6,P) = inf sup Cri(0,v,9,\, Aicr,) — A6 — AT P

(9 ’U)G@XV )\GRdP >\KL>0 geg
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where Cri(0,v, g, A\, \k1) is defined as:

Cri(0,v,9,\, Axr) := _inf  Ep[c(U;0,v,9,\)] + AxrDrn(F || Fo) (Sayn)

FEH(Vl ,I/T)

(i)  For Agr > 0, the unique worst-case distribution to Say, has the density of the form:

dF-(U) _ oxp (aﬁ(&) + ¢7(&r) — c(U; 6,0, 9, A))

dFy(U) AKL

where ¢3(&1) and ¢4(Er) are the unique mazximizers (up to an additive constant) to:

¢1(&1) + or(ér)

/\KL

sup E,, ¢1(&1) + Eypdr(§r) — AxLEg, , exp ( ) + AkL

$p1€LY(v1),9TEL (vT)

where the auxiliary reference measure Ry is defined as:

<_C(U7 97 v, g, )‘)
exp

)\KL

dRy 7 (61,¢r) 32/ ) dFy(&a,- oo 6r)

&2, 8T —1

Furthermore, the solution F* has the Markov property, i.e., F* € I parmon(v1, V7).

(i1i) (Equivalence) Suppose there exists an optimal Nj;; > 0, then: kri(d, P) = fri(0, P).

Theorem 3 shows the duality for the Relaxed problem. The difference between Theo-
rem 3(i) and Theorem 1(i) is that (Sgyn) does not fix the intermediate marginal distributions.
Therefore, we can decompose (Sayy) into the sum of two-period marginal distribution (F, Ty
part, and the conditional distribution (the distribution of (&;,--- ,&r_1) given & and &7)
part. The latter part is an unconstrained optimization problem, thereby having a closed-form

solution. The first part is the static SB problem, whose duality is given by Theorem 3(ii).

Assumption 2(iv) is crucial for the solution to have the Markov property. Under this
assumption, the cost function ¢(U; 0, v, g, \) is also pairwise additive. Therefore, the density
ratio in Theorem 3(ii) has the Markov property.'? If there exists one optimal A}, > 0, then

the TT problem is equivalent to the Relaxed problem.

The Relaxed problem can also be solved using the iterative algorithm proposed in Sec-
tion 6.2. There is an additional step to obtain the two-period auxiliary reference distribution

Ry p. The Sqyyn can also be solved using the Sinkhorn algorithm.

12Tt can be treated as the (unnormalized) pairwise Markov random field Wainwright et al. (2008).
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3.4 Perturbation of Initial Distribution

Let N be a convex closed set around the initial distribution 14, e.g., N' = {v € P(Z) |
Dgr(v||v1) < 61} where §; > 0. Then, the perturbation set is defined as:

-FN,Relaxed = {F S P(u) ‘ F e H(Va VT)?” € N7 DKL(FHFO) < 5}
Let K11 mitial (0, P) be the lower bound on the scalar parameter for the Relaxed problem with
the perturbation set Fj/ Rrelaxea- 1The following minimax duality similar to Theorem 3 holds:

Theorem 4 (Minimax Duality with Perturbation of Initial Distribution). Suppose N is

convex and closed, and that the assumptions in Theorem 3 hold for each v € N'. Then,

K1 mitial(0, P) = inf sup Cri(0,v, 9, \, Ar) — Agrd — AP

(0,0)€OXV \cRdp A ; >0,9€G

where Ci(0,v, g, \, Ak 1) is defined as follows:

Crrmitiat(0,v, 9, A\, Akr) := inf  inf Ep[c(U;0,v,9,\)] + A Dk (F|| Fo) (5)

veN Fell(vyr)

To solve (5), as shown in the proof of Theorem 3(ii) and Section 3.3, we can decompose
the problem into two parts: the two-period marginal distribution part, and the conditional

distribution part. The first part requires solving:

inf inf  Ep, [Drr(Firl|Rar)]
veN FLTEH(V,I/T)

where II(v, vr) is the set of distributions of (&, &) whose marginal distributions are v and

vr, respectively. It is equivalent to solving:

dlv ® VT))
dRyr

inf inf  Ep , {log <

veN By rell(vvr) KL( 1,TH T)
The inner infimum is an EOT problem. Let EOT (v, vr) be its optimal value.

Lemma 1. Under the assumptions in Theorem 4, EOT(v,vr) is convex in v. Its directional

derivative with respect to v in the direction V' is given by:

iy 2O =)o) ZBOTOvr) _ [

el0 €

where ¢* is the optimal EOT potential for v.
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Lemma 1 shows that (5) is a convex optimization problem with respect to v. Moreover,

¢* is a result of the Sinkhorn algorithm, which can be used to search the optimal v efficiently.

4 Large Sample Properties

This section establishes the large sample properties of the estimator for the bound. Sec-
tion 4.1 proposes a consistent estimator and shows its convergence rate. Section 4.2 estab-

lishes the asymptotic distribution of the plug-in estimator for the bound.

4.1 Consistency and Convergence Rate

The bound on the scalar parameter is the projection of the identified set defined by the
moment conditions and structural constraints onto the scalar parameter. We follow Cher-
nozhukov et al. (2007) to propose an estimator for the identified set and show its consistency
and convergence rate. Let P, be an estimator for Py where n is the sample size. Denote by
€, € R, the tolerance level for the moment conditions that goes to zero at a suitable rate as
n — oo. Our estimators (9, P, €,), and Fri(d, P,, €,) for the bounds replace the moment

conditions by the approximate moment conditions.!3

Assumption 3. Let A be either © X F or © X Freamed, and o := (0, F) € A. Assume:

(i)  © CR% is convex and compact.

(i) If A= 0 X Freaped, then Assumption 2(i) holds.

(iii) ForV¥ o € A, the structural constraint F-a.s. has a unique solution v(a) € V.
(iv)  The identified set A; :={a € A|Er[m(U;0,v(a))] = Py} is nonempty.

(v) Ep[m(U;0,v())] is continuous in o € A, i.e., the preimages of closed sets are closed.

Assumption 3(i) is mild. Assumption 3(iii) holds in single-agent DDC models. It rules
out dynamic games with multiple equilibria. Assumption 3(iv) is also mild as the identified
set for 6 is usually nonempty under the reference distribution Fy. Moreover, if the identified

set for § = 400! is nonempty, then Assumption 3(iv) implicitly assumes the radius § is large

13To compute the estimator, the number of moment conditions is doubled due to the use of approximate
moment conditions. The duality is similar to Theorems 1 and 3, thus is omitted for brevity.
141n this case, the KL divergence constraint is replaced by the absolute continuity constraint, i.e., F' < Fy.
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enough. The smallest radius such that the identified set is nonempty can be estimated (see
Remark 4). Assumption 3(v) implies that the identified set and its estimator are compact

as F is compact (see Lemma 8) and thus A is compact (see Lemma 2).

Under Assumption 3, the estimator for A; is defined as:
Ap={a € Al|[Er [m(U;0,0())] = Pullo < €}
The analysis of the consistency and convergence rate uses the Hausdorff Distance:

dy(Ay, Ag) = max{ sup d(aq, As), sup d(a2,A1)}

a1€AL €A,

where d(ay, A1) := inf,,ea, d(aq, as) and d(aq, az) is a metric on A.

Assumption 4. Assume P, is a /n-consistent estimator for Py, and there ezists ¢, such

that \/n||Po— P,||so < ¢, with probability approaching 1 where ¢, can be data-dependent. Let

— Cn

p
€n = and assume €, — 0.

Assumption 4 is mild as we assumed the observable variable has discrete support, e.g.,
P, can be the frequency estimator. In practice, we can set ¢, o logn. Then, the convergence
rate in Theorem 5(ii) is \/n-consistent up to a logarithmic factor. We show some properties

of the identified set and its estimator:

Lemma 2. Under Assumptions 3 and 4, AI,AI are closed and compact. Moreover, A s

nonempty.

By the extreme value theorem, the infimum is achieved if the scalar parameter is contin-
uous on A, i.e., Assumption 6(i) holds. Therefore, the optimization problem has a solution.
Next, we impose the polynomial minorant condition as in Chernozhukov et al. (2007) for the

convergence rate of the estimator:

Assumption 5 (Polynomial Minorant Condition). There exists positive constants Cy and
Cy such that: ||Ep [m(U;0,v(a))] — Polloo > C1min{Cs, d(c, Aj)}.

Theorem 5. Under Assumptions 3 and 4, we have:

(i) (Consistency) dy(A;, Ar) = o,(1).

(ii) (Convergence Rate) Under Assumption 5, dg(A;, A;) = Op(%)-

Theorem 5 establishes the y/n-consistency up to a logarithmic factor (if ¢, x logn).

Then, we impose the following continuity assumption on the scalar parameter of interest:
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Assumption 6. Let s(a) :=Ep [s(U;0,v(c))], assume one of the following:

(i)  s(a) is continuous in o € A.
(i)  s(«) is Lipschitz continuous in o € A.

Theorem 6. Under Assumptions 3 and 4, we have:

(i)  (Consistency) Under Assumption 6(i), k(0, Py, €n) = k(8, Py), and Fri(0, Py, €n)
Rri(0, Py).

(i)  (Convergence Rate) Under Assumption 6(ii), |K(5, Py, €,) — 5(8, Py)| = O, (2xtlenty

N
and |k ri(6, Py, €,) — Rri(6, Py)| = Op(%)'

4.2 Asymptotic Distribution

This section establishes the asymptotic distribution of x(d, P,) and &ri(6, P,). To this end,
we first show the Hadamard directional differentiability of (6, P) and Rry(0, P) with respect
to P at Py similar to Christensen and Connault (2023). We begin with the definition of

Hadamard directional differentiability:

Definition 1. The map f : R¥?” — R is Hadamard directionally differentiable at P € R”,
if there exists a continuous map f': R¥% — R such that for h € R, we have:

lim f(P +thi) — f(P)

= ['(P;h)

for all sequences {h;} CRI¥” ;| 0, and h; — h € R as i — co.
Under Assumption 3, we can restate the optimization problem as:

C1I€1Jf4$(oz) st. Pla)=F
where P(«) := Ep [m(U;0,v(«a))]. Moreover, the identified set .A; is nonempty, which means
the feasible set for the optimization problem is nonempty. By Lemma 2, A; is compact.
Under Assumption 6(i), the Extreme Value Theorem (see Rudin et al. (1976) Theorem
4.16.) implies that the infimum is attained. Denote by Aj 1y, Aj 1y the nonempty sets of
optimizers for the problems (4, Py) and R11(9, Py), respectively.
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To establish Hadamard directional differentiability of (9, P) and Rri(d, P) at P, we

impose assumptions similar to those in Bonnans and Shapiro (2013) Theorem 4.25.1%

Assumption 7. Assume s(a) and P(«) are continuously differentiable on A. That is, they
are Gateauz differentiable on A and the corresponding derivatives Ds(a) and DP(«) are

continuous on A (in the operator norm topology).'°

Assumption 8. Let A} be either A} 4 or A rp. Assume:

(i) 0€ int{DP(a)(A— )} forV ae Aj.

(ii)  For¥ h € R it holds that for ¥ P, := Py + th + o(t) and t > 0 small enough, the
problem k(8, P;) has an o(t)-optimal solution a(t) such that d(a(t), A}) = O(t).

(i) ForV t, ] 0 the sequence {a(t,)} has a limit point (in the norm topology) ag € Aj.

Theorem 7. Under Assumptions 3, 7, and 8, the maps k(0, P) and kri(6, P) are Hadamard

directionally differentiable at Py in any direction h € R and:

k'(0, Py;h) = inf sup —A'h, &8, Py;h)= inf sup —A'h

a€AT 1 e (o, Py) €A} 11 xeA(a,Py)

where A(a, Py) is the nonempty set of Lagrange multipliers corresponding to o € A3.17

Moreover, if \/n(P, — Pp) 4 7~ N(0,%), then /n(k(0, P,) — k(8, Py)) 4 K'(9, Po; Z)
and n(Rri(8, Py) — Rri(8, Po)) % Rpy(S, Po; 2).

Theorem 7 shows the asymptotic distribution of the bound’s estimator. To conduct
inference, we may follow the procedure in Fang and Santos (2019). In addition, the numerical
delta method Hong and Li (2018) combined with our practical implementation in Section 6

can be used to overcome the computational challenge.

5 Interpreting the Results

In practice, we can estimate an alternative (parametric) model and set the radius to be

the KL divergence between the alternative and the reference distribution. In addition, this

15We work on the primal problem to show the Hadamard directional differentiability, while Christensen
and Connault (2023) works on the dual problem (see their Theorem 6.2).

For a given direction a; € A, the Gateaux derivatives are understood as Ds(a)(a; —a) and DP(«a)(aq —
@). See Bonnans and Shapiro (2013) Page 35 for the definition of Gateaux derivative.

17See Bonnans and Shapiro (2013) Definition 3.8 and Theorem 3.9. Robinson’s constraint qualification is
satisfied under Assumptions 3, 7, and 8 (see Appendix B.4.4). Therefore, A(a*, Py) is nonempty.
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section considers three complementary sensitivity measures to interpret the results: global

sensitivity, local sensitivity, and robustness metric.

5.1 Global Sensitivity

The global sensitivity'® approach progressively increases the radius until the bounds flatten.
We show that it provides a computationally tractable approximation to the nonparametric
bounds when the KL divergence constraint is removed. Moreover, we provide an explicit
upper bound on the approximation error. We focus on the time-homogeneous case, for

which the “nonparametric” perturbation set is:

Fioo i=(v1, -, vp)
After applying the minimax duality, we need to solve the following problem:

inf su inf Ep[c(U;6,v,9,\)] — TP
(0,0)eOXV )\ERdPI,)geg Fell(vy,...,v) F [ ( g )]
where the inner problem is an OT problem, which is computationally challenging in high-

dimensional settings. The EOT is a computationally tractable approximation to the OT
problem. Recall C(0,v, 9, A\, Akr) = infpeniq, - 1) Br [c(U; 0,0, 9, N)] + Ak Dk . (F|| Fo).

Theorem 8 (Adapted from Eckstein and Nutz (2024) Theorem 3.1(i)). Suppose Assump-
tion 1 holds. Assume the marginals {v;}¥_, have finite p + n-th moment for some n > 0 and
integer p > 1, and c¢(U;0,v,g,\) satisfies the Ap o condition in Eckstein and Nutz (2024)
where L,C depend on (0,v,g,\). Let d; be the dimension of U;. Then, for any Ak, € (0,1],

OSC(@,U,Q,)\,/\KL)—C(Q (% g,)\ 0 <Zd> )\KLlog(A ) (ki—l)%LC/\KL
KL

Theorem 8 provides an explicit upper bound on the approximation error of C(6, v, g, A\, A1)
to C(0,v,g,A,0). For DDC models, the constants L and C' can be explicitly characterized
under additional conditions (see Eckstein and Nutz (2022) Lemma 3.5, and Eckstein and
Nutz (2024) Remark 2.1.) The upper bound strictly decreases to zero as Mgy, | 0. Therefore,
we can choose a sufficiently small A\ (or sufficiently large §) to achieve a desired accuracy

for the approximation. Our framework thus approximates the nonparametric bounds in a

18See Christensen and Connault (2023) Theorem 2.1 for similar results. However, their results are silent
about how large the radius should be so that the bounds are close to the nonparametric bounds.
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computationally tractable way with an explicitly quantifiable approximation error.

Remark 3. Under certain conditions, one can establish the convergence of the EOT worst-
case distribution to the OT worst-case distribution as the regularization parameter Ag, J 0.
Nutz (2021) Theorem 5.5 provides one sufficient condition: the existence of a solution F* to
the OT problem such that Dy (F*||Fp) < 4o0.

5.2 Local Sensitivity

The local sensitivity!® approach computes the right derivative of the bounds at § = 0, which
measures the effect of a small perturbation of the reference distribution on the bounds. We
show the right differentiability of the bounds with respect to ¢. Define:

HTH = {F S P(U) ’ H(Vo, tee ,I/k),Cg S dF S 04, HdFHLZp § L}

HTI = {F € P(Z/{) | H(Vo,VT), Cg S dF S 047 HdF”sz S L}
where || - ||y is the Lipschitz constant, and Cs, Cy, L are positive constants. We assume:
Assumption 9. Let A}, be either A?’?E or A?LTif defined as:

AYtr = {a € © x Ipy | Ep [m(U;0,v(a))] = Po, Dgr(F|| Fy) < 6}
AYSP = {a € © x IIgy | Ep [m(U; 0, v())] = Po, D (F|| Fy) < 6}

d,% . 4, Lip,* o,Lip,* . Lo .
and A7, be either Appg™ or Appp™ that are the sets of solutions to the optimization

problems k(8, Py) and Rri(6, Py) over AiLTzﬁ and A(;”LT?}?. Assume:

(i) 6% :=inf{6 >0 .A} ,, # 0} is finite.*

(i) U is compact.

(i) [|dFollLip < L.

(iv) 0€ int{DP(a)(© x I —a)} forV ac Ay}, .

(v)  For¥ d,:=d+t+o(t) andt > 0 small enough, the optimization problem corresponding
to 0; has an o(t)-optimal solution a(t) such that d(a(t), A(;’zip) = O(t).

(vi) For¥ t, ] 0 the sequence {«(t,)} has a limit point (in the norm topology) c € Ai’,*up-

19Gee Bartl et al. (2021) Theorem 2.2 and Christensen and Connault (2023) Page 276 for similar results.
20The smallest radius can be computed, see Remark 4.
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Theorem 9. Under Assumptions 3, 7, and 9, k(0, Py) and K7;(6, Py) are right differentiable

at 6 > 6* and their right derivatives are given by:

K<5+€7 PO) — ’i((svp())

lim = inf sup - —Axr

€l0 € Q€AY Ak LEAKL(,0)

. /?LT[<5 + €, P()) — I%T[(& P()) .

lim = inf sup —AKL
€l0 € aeA‘;:%p’* AxLEAKL(0,0)

where Mg (o, d) is the nonempty set of Lagrange multipliers corresponding to («,d).

Theorem 9 shows the right differentiability. We can also compute the derivative of the
length of the bounds. In practice, we may need to compute it numerically due to the

optimization over the set of optimizers and the Lagrange multipliers.

5.3 The Robustness Metric

The robustness metric is the smallest deviation from the reference distribution that can
lead to sensitive results (Spini (2024)). In practice, we begin by estimating a reference
scalar parameter, 5p,, under the reference distribution. If the perturbed scalar parameter
sp is below a certain threshold, e.g., 5§ = 0.95 - 5p,, then we may be concerned about the

robustness of the results. The robustness metric is defined as:

o5, P) = (G,v,F)GGXi\IJIEH(Vl,m,uk)DKL(FHFO) ori(s, P) = (e,v,F)GGianfo(ul,uT) Drcu(Fl[Fo)
st. Ep[m(U;0,v)]=P st. Ep[m(U;0,v)]=P ©)
Epls(U;0,0)] <5 Ep [s(U;0,0)] <5
SglelgEF [W(U;0,v,9)] =0 S;EJSEF [W(U;0,v,9)] =0

where 5 € R is a user-specified threshold. The optimization problem searches for a distri-
bution F' in the identified set that results in Er [s(U;0,v)] < 5 and is the closest to the

reference distribution Fj in terms of KL divergence.

Remark 4. The §* in Section 5 can be obtained by removing the constraint for §in (6). That
is, we seek the smallest radius 6* such that the identified set is nonempty. See Schennach
(2014) Page 356 and Christensen and Connault (2023) Section 3.3 for similar definitions.

We can plot the bounds against ¢ and then find the radius corresponding to §. Alterna-

tively, we can compute it directly by solving (6) whose duality results are given by:
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Theorem 10. Let c(U;0,v,g,\, \s) := Nm(U;0,v) + \s(U; 0,v) +(U; 0,0, g) where X €
R?” . Under Assumption 1, the following holds:

(i) (Minimaz Duality)

6(s,P)= inf sup C(0,v,9,\, ) = NP — \,;5

(G,U)E(")XV )\ERdP 7}\520’g€g

where C(0,v, g, A\, \s) is the EOT problem with regularization parameter 1:

C(0,v,9,\, Ag) == inf  Epc(U;0,v,9,\,As)] + Drr(F|| Fo)

Fell(vy, - vy)

(ii) (Entropic Optimal Transport Duality) We have:

k k
C(Q,U,g,)\, )‘s) - sup ZEVi¢i<Ui)_EFo exp <Z sz(Uz) - C(U; 671}797 >\7 As)) +1

{¢i€L (vi)}iy i—1 i=1

Moreover, there are unique mazimizers {¢}},_, up to additive constants Fy almost

surely, and the unique worst-case distribution F* has the density of the form:

k

dF*(U
dF0(<U)) =oxp()_ ¢ (U) = e(Us6,0,9, 0 ),))  Fo-as.

=1

Theorem 11. Let c(U;0,v,g,\, A;) := Xm(U;0,v) + A\es(U; 0,v) +(U;0,v,g) where A €
R, Under Assumptions 1(i), 1(iii), 1(iv), and 2, the following holds:

(i) (Minimaz Duality)

5TI(‘§a P) = inf sSup CTI(07 v, 9, )‘7 )\8) - )‘TP - )\55

(9,v)€®><V )\ERdP ,ASZO,gEQ

where Cri(0,v, g, \, \s) is defined as follows:

Cri(0,v,9,\, X)) == _inf  Ep[c(U;0,v,9,\ As)] + Drr(F| Fp) (7)

FEH(VLI/T)

(ii) The unique worst-case distribution to (7) has the form:

A (U)
dFy(U)

= exp (61(&) + 07(&r) — (U3 0,0,9, A, M)
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where ¢3(&1) and ¢ (Er) are the unique mazximizers (up to an additive constant) to:

sup E,, ¢1(§1) + Eupdr(ér) — Eg, . exp (¢1(&1) + ér(ér)) + 1

pr1€L(v1),0r €L (vT)

where the auziliary reference measure Ry 1 is defined as:

ARy 2 (61, x) ::/£ e (U000 A N)) R, )

Furthermore, the solution F* has the Markov property, i.e., F* € Wparkon(V1, V7).

(iii) (Equivalence) d74(5, P) = 614(5, P) where d74(5, P) is the optimal value of the opti-
mization problem in (6) for the time-inhomogeneous case with the first-order Markov

property constraint on F'.

Theorem 11 provides the dual formulation for computing the smallest radius in the time-

inhomogeneous case. The equivalence holds as the regularization parameter is 1.

6 Practical Implementation

This section presents the practical implementation of the proposed framework. Section 6.1
reviews the entropic optimal transport problem and the Sinkhorn algorithm. Section 6.2

proposes a computationally feasible algorithm.

6.1 Entropic Optimal Transport and Sinkhorn Algorithm

This section reviews the Sinkhorn algorithm for the entropic optimal transport problem.?!
Let (U;,v;) for i = 1,...,k be probability spaces, where U; is the support for the random
variable U;. For a cost function ¢ : Uy X --- X Uy — R, the entropic optimal transport

problem?? with regularization parameter gz > 0 is defined as:

C)\KL = mf EF [C(Ul,,Uk)]+)\KLDKL(F”F®) (EOT)

Fell(vi,...,vk)

21Gee Sinkhorn and Knopp (1967), Cuturi (2013) and Nutz (2021).
22If Fy # Fg, then Lemma 12 reformulates the problem as the EOT problem.
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whose dual is given by:

k
Coyp, = sup ZE,,iqbi(Ui)—)\KL]EF@ exp (

{oi€L (vi)}i, i1

Zle gbl(UZ) — C(Ul, ey Uk)> +)\KL (8)

)\KL

where ¢; is the test function for the marginal distribution constraint v;. The dual problem

is a concave maximization problem over {¢;}¥_,. The worst-case distribution is given by:

dF'(U) _ (zfl o1 (U;) — e(Uy, . . ., Uk)>
dFg(U) P AKL

where the optimizers (¢7,...,¢;) are known as the optimal EOT potentials (also called

Schrodinger potentials), which are the solutions to the Schrédinger equation (SE):

k
qbl(Ul) = _>\KL log (EF®’_1 exXp (Zi:Z ¢Z(UZ) — C(Ul’ U Uk) )) V1-a.s. (SEl)

)\KL

k-1
$k(Ux) = —Akrlog (]EF@,k exp (ZZI ) —ellh, ., Uk))) Vg-a.s. (SEk)

)\KL

where Fj _; is the product measure of all marginals except for the i-th marginal. The
Schrodinger equations (SE1) to (SEk) can be interpreted as the variational first-order con-
ditions for optimality (see Nutz (2021) Remark 3.4). Moreover, they also characterize the

marginal constraints. To see this, define:

dF (U) = exp (Zfﬂ Pullh) — el U’“)) dF,(U)

)\KL

The marginal density can be obtained by integrating out the other marginals; therefore:
(SEi) < the i-th marginal of F'is v

The Sinkhorn algorithm can be interpreted as a coordinate ascent scheme for the optimization

problem (8). It is a computationally fast?, iterative method for solving (SE1)-(SEk).

Algorithm 1 (Sinkhorn Algorithm). Initialize ¢Z(.0) =0 for i = 1,..., k. For iteration ¢,

ZFor its convergence rate, see Peyré et al. (2019), Carlier (2022), and Eckstein and Nutz (2022).
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sequentially update for j = 1,... &k by:

L 8 = e(Uy, ..., U
¢(.t+1)(Uj) = —\k1L log/exp (Z#J ¢ (U) el k)> dFs ;.

! AKL

Stop if sup; ||¢§-t+1) - ¢§t)||2 < € for a tolerance € > 0.

6.2 Proposed Algorithm

For given (0,v, g, A\, A1), the EOT problem provides the worst-case distribution, F™*. This
allows us to update v by solving the structural constraint with F*. We therefore propose an
iterative algorithm to solve the minimax problem. The algorithm proceeds by alternating
between updating (6,v) and the dual (Lagrange multiplier) variables, (g, A\, Axr). After

initializing all parameters, each iteration ¢ involves the following steps:
Algorithm 2. Initialize (6, 0@ g \©) AﬁS)L). At iteration ¢,
1. Update Model Primitives (0,v): For (Q(t),v(t),g(t),/\(t),)\g)L), update?® the model
parameters (6,v) by:
(a) Propose a new candidate §(t+1).
(b
(c

(d) Accept/reject the proposed (¢+1 pt+1)),

Solve the EOT problem with (§(+D ¢® ¢ \®) )\%)L) and obtain F*.
Update v**1 by solving the structural constraint with F*.

)
)
)
)

2. Update Dual Variables (g, A\, A\xz): For (0¢+D o(t+1) ¢® \(®) )\%)L), update (g, A\, Akr.)

following the same procedure as in the previous step.

3. Iterate until convergence, or a pre-specified number of iterations is reached.

The computational cost per iteration mainly comes from solving the EOT problem and
the structural constraint, which are both computationally fast. However, the number of
iterations required for convergence can be much larger, as our optimization problem is a

minimax problem that is potentially non-differentiable.

241f gradient-based methods are used, then we smooth the non-differentiable components (e.g., the indi-
cator function in Example 4) using a smooth approximation.
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7 Empirical Application: Infinite Horizon DDC

This section applies our framework to an infinite-horizon dynamic demand for new cars in
the UK, France, and Germany. Due to the unobserved product characteristics, the indirect
utility of purchasing is the latent variable. To estimate the price elasticity and conduct
welfare analysis of electric vehicles (EV) subsidy, we require a distributional assumption
for the latent variable to solve the Bellman equation. Existing literature often uses an
AR(1) process (e.g., Schiraldi (2011); Gowrisankaran and Rysman (2012)), which may be
misspecified. For example, the indirect utility may exhibit nonlinear dynamics. Therefore,

we conduct a sensitivity analysis with respect to this reference distribution.

7.1 Data

We use the trim-level?® data from IHS Markit during the period from 2014 to 2023. The
monthly level dataset contains sales, list price, and characteristics of car models in the UK,
France and Germany, which are treated as three independent markets in our analysis. To
construct the final dataset, we first aggregate data from the trim-level to the model-level.
Then, we aggregate fuel types into: petrol, diesel, electric, and hybrid. We remove models
whose total sales during the data period are less than 20,000.2° Finally, we adjust list prices
by subtracting EV subsidies. The initial market size for January 2014 is calculated by
subtracting the number of registered cars from the total population of each country. The
market size is then updated each subsequent month by subtracting the total number of cars

sold in the preceding period.

Table 1 presents the summary statistics. The three markets offer around 141-215 prod-
ucts from around 23 to 30 brands per month. In terms of average sales per model, Germany
has 81,401 units, closely followed by France with 81,357 units, and the UK with 70,682 units.
The average price is around $33,444 in the UK, $27,830 in France, and $36,117 in Germany.

7.2 The Model

The model is infinite horizon. At each month ¢, a consumer i chooses j € J; | J{0} where J;

is the set of available cars at ¢, and 0 is the outside option of not purchasing. Each car j € J;

2°In the automobile industry, a trim-level refers to a specific version of a vehicle model that comes with
a particular set of features, options, and styling elements.

26In addition, we exclude car-month observations with sales below 150 units in the German market and
below 5 units in the French market.
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Table 1: Summary Statistics by Country (Monthly, 2014-2023)

Avg # Avg # Avg # Price (USD) Horsepower Weight (kg)

Country Products Brands Sales Mean Mean Mean
UK 196 30 70,682 33,444 140 1,836
France 141 23 81,357 27,830 112 1,702
Germany 215 26 81,401 36,117 151 1,952

Note: The price is adjusted for EV subsidies. First two columns are average number of products
and brands per month. Average sales is the average number of cars sold per model. Mean price,
horsepower, and weight are weighted by total sales.

is characterized by a vector of observable characteristics x;;, price p;;, and an unobserved

characteristic §;;. The period utility of choosing j is given by:

, apjr + ﬂﬁﬁe +&ite tjed;
U(], Ty, Pt §t7 git) =
Eoit ifj=0

where €, is a vector of i.i.d. type I extreme value utility shocks, and x;, p;, & are the vectors
of observable characteristics, prices, and unobserved characteristics for all cars in J;.

We assume a purchase is a terminating decision, i.e., consumers exit the market after the
purchase. The conditional value function of purchasing car j can be written as the sum of

the current period utility and the flow utility after purchase:

25,0 4 &t
vj(ivt,puft) = %ﬁj + apj

where 5 = 0.975 is the discount factor. The inclusive value of purchasing is defined as:
wy = log Z exp (%ﬁj + apji
JET:
Following Schiraldi (2011) and Gowrisankaran and Rysman (2012), we assume:

Assumption 10 (Inclusive Value Sufficiency®” (IVS)). G(wiy1|ze, pt, &) can be summarized

by G(wii1|wt) where G is the conditional distribution function.

Under the IVS assumption, w; is the only state variable, and the value function V' (w) is

the solution to the smoothed Bellman equation:

V(w) = log (exp (vo(w)) + exp (v1(w))) (9)
2TThe TVS assumption has also been used in Hendel and Nevo (2006); Melnikov (2013); Osborne (2018).
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where vy(w) = BE [V (w')|w] and v (w) = w are the conditional value functions of not pur-

chasing and purchasing, respectively. The market share of car j at time ¢ is given by:

i(x = exp—(wt) exp (v;(24, pr, 1))
S]t( £ Dt &t) exp(V (@r) X exp(@) (10)
—_———— N

~
Probability of Purchasing a Car  Conditional Probability of Purchasing Car j

7.3 First-Stage Estimation

In each market, the car with the highest total sales is set as the reference product, denoted

by r.2® Taking the log-odds ratio for cars j and r at time ¢ yields:

-3 1-5

tog (21) = gy + (11)

Srt
where Apjy = pji — P, Axjy := xjy — Ty, and A&y = &y — & The parameters (o, ) are
identified® by the BLP instruments Berry et al. (1993). Moreover, A, can be recovered
by fitting the relative market share Z’%, while the unobserved characteristic of the reference

car, &, cannot.

The exogenous characteristics, xj;, include vehicle log-weight, log-horsepower, brand fixed
effects, SUV fixed effect, and fuel type fixed effects.>® Table 2 presents the regression results.
Price coefficients are negative and significant in all markets, ranging from -0.158 in France
to -0.192 in Germany. Relative to petrol vehicles, EVs are preferred in the UK (0.019) and
France (0.004), but not in Germany (0.000). Hybrid vehicles are valued positively across
all three markets, with coefficients ranging from 0.029 in Germany to 0.037 in France. In
contrast, diesel has a negative coefficient in the UK (-0.015) but positive effects in Germany
(0.008) and France (0.006).

28The reference cars are Volkswagen Golf (Petrol) in Germany, Peugeot 208 (Petrol) in France, and Ford
Fiesta (Petrol) in the UK. The reference car for each country is always available in that country’s market.

29The intercept and reference fixed effects are not identified from (11); they are absorbed into &.;.

30The instruments are the exogenous product characteristics, average log-weight and log-horsepower of
competitors’ products, the proportion of competitors’ products, the proportion of hybrid cars squared, and
the number of brands. A competitor product is defined as a car whose brand is not that of r or j.
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Table 2: Instrumental Variable Regression Results

UK Germany France
Coef. Std. Err. Coef. Std. Err. Coef. Std. Err.

Price —0.178 (0.043) —0.192 (0.004) —0.158 (0.042)
Log horsepower 0.140 (0.038) 0.165 (0.003) 0.065 (0.031)
Log weight —0.008 (0.003) 0.046 (0.003) 0.002 (0.001)
SUV 0.018 (0.002) —0.003 (0.001) 0.013 (0.002)
Diesel —0.015 (0.003) 0.008 (0.001) 0.006 (0.004)
Electric 0.019 (0.004) 0.000 (0.001) 0.004 (0.002)
Hybrid 0.035 (0.010) 0.029 (0.001) 0.037 (0.009)
Adjusted R? 0.549 0.533 0.803
# of Month-Years 120 120 120
# of Obs. 23,451 25,715 16,862

Note: An observation is a pair of (j,¢) where j is a car model other than the reference
car r and t is the time period. Standard errors are in parentheses. Brand fixed effects are
not reported.

7.4 The Reference Distribution and Scalar Parameters of Interest

We first define the reference distribution and then introduce the scalar parameters of interest.

After the first stage estimation, we can calculate w; up to &, as:

T
_ 5,0 + A Ert
Wy = 10g]§ej exp (W +apj | + -3 (12)

As we have identified the utility parameters, the potential sensitivity of the empirical results
solely arises from the distributional assumption on w;.

The reference transition of w; to solve the Bellman equation is an AR(1) process:

Wy =Y + NWi—1 + M (13)

where 1, follows an i.i.d. normal distribution with mean 0 and variance o2

The parameters (7,71, 0%) are estimated using an iterative procedure. We begin with an
initial guess of (79, v1,0?) and circulate between: (i) solving the Bellman equation (9), (ii)
recovering {w; }7_, from the market share of purchasing (the first part of (10)), (iii) updating
(70,71,0?) by refitting an AR(1) process (13) until we find a fixed point. The reference
distribution Fp for (w,w’) is the product of the transition kernel of the estimated AR(1)

process and its stationary distribution 1. The perturbation set is defined as:
F = {F S P(Z/{) | F - H(V07V0>,DKL(F||F0> S (5}
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We consider two scalar parameters: (i) the industrywide price elasticity of demand, (ii)
the welfare analysis of an additional EV subsidy. For both cases, the transition of w; is

unchanged, i.e., we assume consumers’ beliefs about the transition of w, stay the same.

For industrywide price elasticity at period t;, we consider a 1% increase in the price of

all cars. The future wy, 41 is conditional on:

0+ A g
th log Z exp ( Jt1 ﬁgjh + 1.01 - apjtl) + 1€_t16
J€T

and the industrywide price elasticity at time ¢; is:

SOtl - So(wgl)

x 100
1 — SOtl

where so(wy,) is the model-implied market share of not purchasing.

For EV subsidy at ¢;, we consider an additional 3,000 USD subsidy. Denote by J;, mv

the set of EVs at ¢;. The future wy, 41 is conditional on:

0+ A
WV = log Z exp ( it Bgﬂl +a(pj, —1(j is an EV) - 3000)) + f:tlﬁ
JETY

and the consumer surplus from the subsidy is given by:

V(wi') = Viwy)

Consumer Surplus =

where M, is the market size at time ¢;.3!

7.5 Sensitivity Analysis

Our framework requires the constraints to be linear in F', while the Bellman equation (9) is
not. We first reformulate it to fit into our framework. By the Hotz-Miller Inversion Lemma
(Hotz and Miller (1993)), we have:

V(w) = w — log s1(w) (14)

exp(“j(wjtl ,Pjt; —3000,&5¢, ))
JETt, BV CXP(V(WFIV)) .

31The cost of the subsidy is Cost = 3000 - M, - >
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Taking the log-odds ratio of purchasing and not purchasing, and using (14), we have:

1—

log <ﬂ> =w — BE [w" —log(1 — so(w'))|w] (15)
so(w)

The above constraint is the fixed point problem on the market share space (see Aguirregabiria

and Mira (2002)). The right-hand side is linear in the conditional distribution. The following

lemma establishes the relationship between the fixed point problems in (9) and (15).

Assumption 11. Assume the inclusive value w has compact support 0 C R with nonempty
interior equipped with the sup-norm and E [f(w')|w] € C(Q) for any f € C(Q) where C(2)

1s the space of continuous functions on €2.

Lemma 3. The following holds:

(i) Under Assumption 11, the fized point problem (9) has a unique solution on C(S).

(ii) The fized point problem (15) has a unique solution if and only if the fized point problem

(9) has a unique solution.

(#i) If (9) and (15) both have unique solutions, then it holds that 1—s¢(w) = exp (w — V(w))
where so(w) and V(w) are the solutions to (9) and (15), respectively.

Lemma 3 shows that solving the Bellman equation (9) is equivalent to solving (15). We
further convert (15) into an unconditional moment constraint by assuming that so(w) is the

solution to (15) if and only if:

sup Ep [g(w) <log(1 — so(w)

geC(Q) So(w)

)t o = Blog(1—so())| =0 (10)

Assumption 12. ForV F € F, the solution so(w) corresponding to (15) satisfies the fol-

lowing: for allt =1,...,T, there exists a unique w; € Q such that so(w;) = So;-

Assumption 12 allows us to profile out {w;}7_,, which is useful for the implementation. A
sufficient condition is that so(w) is continuous and strictly decreasing, and its smallest and
largest values are small and large enough. Under Assumption 11, we have so(w) € C(Q).
Moreover, we can expect that a higher inclusive value w corresponds to a lower market share

of not purchasing, i.e., so(w) is decreasing in w. Therefore, Assumption 12 is mild.

The last condition is the fixed point constraint similar to the procedure to estimate the

AR(1) process. Suppose the distribution F is used in (16), and {w;}L ; is the sequence of
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recovered inclusive values. Denote by F' the estimator of the joint distribution for the pairs

{(wy, wit1) Yt Then, our fixed point constraint is:
Dr(F||F) < er

where e is the tolerance level. To choose e, we estimate the joint distribution of inclusive
values recovered from the AR(1) process by the kernel density estimator with Gaussian
kernel and bandwidth selected by the 5-fold cross-validation. Then, we set er to be the KL
divergence between the kernel density estimator and the reference distribution.

For EV subsidy, by (14), the consumer surplus (CS) is given by:
1((‘*]1?1\/) — Sy

Sltl

V(thlV) —V(wy) = wEV — wy, + log(1 + i

where w;ElV —wy, does not depend on F'. Therefore, to bound CS, it is equivalent to bounding

the change in the market share of purchase.
Putting everything together, the lower bound on the elasticity at ¢; is given by:

Sor. — Sol(w!
inf inf Y T0%nJ o(w,)

x 100
so(w)eC(Q) FEF 1 — s0t,

sit. so(wy) =sq fort=1,...,T
1 — sp(w)
sup E {g(w) (log(—
geC() d s0(w)
Dgi(F||F) < er

) —w+ s — Blog(1 — (@) )] =0

where wj, is replaced by w" for the EV subsidy case. For § = 0, the reference distribution
is the unique solution to the above problem. The corresponding elasticity is the reference

industrywide elasticity.

7.6 Implementation

We adapt Algorithm 2 proposed in Section 6.2. We will use numerical integration to discretize
the support of the AR(1) process. Therefore, the recovered inclusive values {w;}_, are
not differentiable with respect to the discretized market share function so(w). To address
this issue, we employ the MCMC optimization method. We alternate between solving the
EOT problem to obtain the worst-case distribution, solving the Bellman equation to update

so(w), recovering the inclusive values, and checking the fixed point constraint. To derive a
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tractable dual formulation, we handle the fixed point constraint in a specific way. Because
this constraint depends on an estimator, F, that changes during optimization—potentially
causing numerical instability—we first derive the dual formulation without it.3? Then, the
fixed point constraint determines the acceptance/rejection of the candidate parameters in

the Metropolis-Hastings step. Consider the following optimization problem:

Sor. — Sol(w!
inf inf o Z0%nJ of u)

x 100
so(w)eC () FeF 1— Sot,
st so(wy) =sg fort=1,...,T

1 — sp(w)
g(w) (10g(m

sup Ep
geC(2)

)~ w+ B — Blog(1 — sp(w) )| =0

Applying Theorem 1, its dual is:

/
. sot; — So(wy,)
inf sup _
s0(W)EC(Q) gec()Agr>0 1 — Soyy

st solwy) = s fort=1,...,T

x 100 + C(So,g, )\KL) — )\KL5

where C(so, g, Arcr) is the EOT problem: C(so, g, AxL) = SUPper(v.o) Er [c(w,w'; 50, 9)] +
M Dk (F|| Fy) whose cost function is ¢(w, w'; sg, g) = g(w) <log(1_s—°(w)) —w + fw' — Blog(1 — so(w'))>

so(w)
and the worst-case conditional distribution F™* is given by:

(dﬁ(w) + 5(W) — efw, W 80,9))

dF*(W'|w) = exp 3
KL

dFy(W'|w)  Fp-as.
where ¢f(w) and ¢3(w’) are the optimal EOT potentials. During the optimization process,

dF*(w'|w) is used to update so(w) by solving (15) using fixed point iteration.

As shown in Theorem 1, the expectation in the dual is taken with respect to the reference
distribution. Therefore, we discretize the estimated AR(1) process, which results in three
approximation errors: (i) the Bellman equation is solved on the discretized support, (ii)
{wi}L | are recovered approximately, and (iii) the elasticity is computed approximately. That
is, we approximate so(w) by the market share of the nearest grid point to w. Therefore, there
is a trade-off between approximation error and computational cost. A finer discretization

reduces the approximation error, while increasing the number of optimization parameters.

However, our dual formulation significantly improves computational efficiency. Suppose

we discretize the AR(1) process into N grid points. If we directly solve (16), the number of

32Tn principle, we can choose other constraints like the integral probability metrics and adapt the minimax
theorem in Theorem 1. However, it can lead to more optimization parameters.
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optimization parameters is O(N?) due to the transition matrix. In contrast, the number of

optimization parameters is O(N) in the dual formulation.

Algorithm 3 summarizes the simulated annealing MCMC optimization algorithm (Kirk-
patrick et al. (1983)). It starts with the reference market share s(*), and alternate between
proposing new parameters (¢, N, ), solving the EOT problem, solving the Bellman equation
using the worst-case distribution, and accepting or rejecting the proposed parameters using
the Metropolis-Hastings step based on the change in the elasticity penalized by the violation
of the market share and fixed-point constraints. At each improvement step, it pools previous
results across all radii for initialization. We choose 51 grid points, 5,000 MCMC steps, 5

optimization steps, 14 radii (the last is 10'°), and 100 as the simulated annealing multiplier.

Algorithm 3: Simulated Annealing MCMC Optimization Algorithm

Parameters: N: Number of grid points; T: MCMC steps per optimization run; J: Optimization
steps; m: Simulated annealing multiplier; I: Number of radii;

for j=1to J /* Optimization Step j */

do

fori=0to !l —1, set§; = 1073+%0.25

do

if ¢ =0 then

If j = 0: Set 5(9 as the reference market share. Initialize g(*, /\(I?)L.

If j > 0: Set (8(0),9(0)7 )\gg)L) to the optimal solution from the previous step’s stored
results with upper bound 10~2 on the KL divergence to the reference distribution.

else

If j =0: Set (g(o), )\(Ig)L, s(o)) to the optimal solution from the previous step.

If j > 0: Set (s(©), (@), )\gg)L) to the optimal solution from the previous stored results
with upper bound 1073+%0-25 on the KL divergence to the reference distribution.

end

fort=1,...,T /* Simulated Annealing MCMC optimization */
do

// 1. Propose New Parameters

Propose (¢', Nj) from the random walk, solve the EOT problem C(sf, ¢’, N ) and
obtain F*, solve the Bellman equation (15) with F*, recover {w;};_,, estimate the
distribution of {(wy,ws11)}7; by kernel density estimator, and compute the elasticity.

// 2. Check Constraints and Apply Penalty

Calculate the sum of violations from the market share and fixed-point constraints. The
market share violation is defined as max{0, viop — vio,.s} where vio,.s is the
violation of the reference model. If the total violation exceeds 0.005, add a large
penalty (100). If Dy (F*||Fy) > 6;, add a large penalty (100).

// 3. Accept/Reject (Metropolis-Hastings)

Apply a Metropolis-Hastings step based on the change in the (penalized) elasticity
multiplied by 10*“’“((8;}{;(”‘1)) where the prior is A(0, 100).

// 4. Adapt (Andrieu and Thoms (2008) Algorithm 4)

Update the random walk via vanishing adaptation scheme.

end

end
end
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7.7 Results

We estimate two alternative transition densities for each market. The first assumes that
the inclusive values are i.i.d. normally distributed. The second estimates a nonlinear AR(1)
process using a cubic spline®*. In the following figures, we plot the KL divergence between
the alternative models and the reference model. The independent model is closer to the
reference model with KL divergence between 0.04 to 0.67, while the nonlinear AR(1) process
is farther away, with KL divergence between 3.94 to 10.09.

Figures 1-3 plot the bounds on the industrywide elasticities®* for the UK, Germany, and
France in December 2023. The French market is the least elastic (reference elasticity: -
4.048), while the Germany market the most elastic (reference elasticity: -6.073). The UK
market’s reference elasticity is -5.336. Based on our three sensitivity measures, we define
the local (global) sensitivity as the ratio of the local (global) interval length to the reference
value. For local sensitivity, we set § = 0.001, while for global sensitivity, we set § = 10%°.
The robustness metric is defined as the smallest deviation from the reference distribution

such that the elasticity can deviate by, for example, 2.5% from the reference elasticity.

The French market is the least sensitive in terms of local and global sensitivity, with 1.16%
local deviation and 6.20% global deviation from the reference elasticity. The UK market is
less sensitive locally (1.66%) than the German market (3.52%). They are both more sensitive
globally (15.16% for the UK vs. 15.24% for Germany) than the French market. The bounds
of UK market flatten around 0.178, while the French and German market flatten around
0.056. For the robustness metric, we consider 2.5% deviation from the reference elasticity.
The UK market’s robustness metric is around 0.018 for the upper bound and 0.008 for the
lower bound. The French market’s robustness metric is around 0.025 for the upper bound
and 0.018 for the lower bound. The German market’s robustness metric is around 0.002 for
the lower bound and 0.003 for the upper bound. Therefore, in terms of robustness metric,

the French market is also the most robust, while the German market is the least robust.

33The nonlinear AR(1) process is specified as: g(w) = Y n 1 pp® (43¢ — (k — 2)) where a is the minimum
of the discretized support of w, h is the distance between two adjacent grid points, pr are parameters to be
4—6t2+ 32 if ¢ <1
estimated, and ®(t) = ¢ (2 —|¢])3 if 1 < |t| < 2. For this model, we set N = 4 to avoid overfitting.
0 otherwise
Then, we discretize the reference AR(1) process into 4 grid points, and compute the KL divergence between
the nonlinear AR(1) process and the reference AR(1) process.
34Schiraldi (2011) finds a average long-run price elasticities ranging from -3.54 to -4.34 across different
car segments for the Italian market. D’Haultfoeuille et al. (2019) reports average elasticities between -3.94
and -6.40 across consumer groups for the French market. Reynaert and Sallee (2021) finds a mean own-price
elasticity of -5.45 for the European market. Grieco et al. (2024) estimates an average elasticity of -5.36 for
the U.S. market in 2015. Remmy (2025) reports a mean price elasticity of -4.043 for the German market.
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Figures 1-3 also plot the bounds on the consumer surplus from an additional $3,000 EV
subsidy. The subsidy is implemented between July and December 2023, when the reference
consumer surplus is maximized. They are November for the UK (reference CS: $2,880
million), October for France (reference CS: $1,432 million), and September for Germany
(reference CS: $856 million). Overall, the EV subsidy is beneficial as the lower bounds are
$2,584 million for the UK, $1,243 million for France, and $309 million for Germany. The
corresponding costs for subsidy are around $12 million for the UK, $23 million for France,
and $41 million for Germany. The costs are insensitive to the misspecification, as they only
depend on the absolute change in the market share of purchases, and the conditional market

share of EVs, instead of percentage change used for consumer surplus.

In terms of local sensitivity, the UK market is the least sensitive (2.52 % local deviation),
the French market exhibits similar local sensitivity (4.72% local deviation), while the German
market is the most sensitive (24.79% local deviation). In terms of global sensitivity, the UK
market and French markets share similar sensitivity (25.17 % global deviation for the UK,
and 24.73 % for France), while the German market is the most sensitive (102.75 % global
deviation). For the robustness metric, if we consider 10% deviation from the reference CS,
the UK and French markets’ robustness metric are more than 0.018, while the German
market’s robustness metric is around 0.001. Therefore, the German market is also the least

robust in terms of robustness metric.

Figure 4 plots the time series of bounds on the industrywide elasticities. We set 6 = 0.001
for the local deviation and § = 1 for the global deviation, as the bounds flatten at a maxi-
mum of 0.178 in December 2023. Large points in the figure indicate that the KL divergence
constraint is binding—specifically, when the KL divergence between the worst-case distri-
bution and the reference distribution exceeds 0.95 - 9. When two consecutive points align
horizontally, this indicates that increasing the radius does not affect the bounds, as exem-
plified by the UK market in November 2023. In terms of both local and global sensitivity,
the UK and French markets are less sensitive than the German market. All three markets
exhibit some sensitive periods. For the UK market, the upper bound’s global deviation in
February 2022 is around 30% away from the reference elasticity. For the French market, the
upper bounds’ global deviations in April 2021, and July 2022 are around 50% away from the
reference elasticity. For the German market, the lower bound’s global deviation in March
2022 and April 2023 is around 50% away from the reference elasticity. In terms of local
sensitivity, the lower bounds’ of German market in April 2021 is around 50% away from the

reference elasticity.
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Time Series of Elasticity Bounds for the UK (2021-01 - 2023-12)
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8 Empirical Application: Finite Horizon DDC

This section applies our framework to a finite-horizon dynamic labor supply model for taxi
drivers in New York City (NYC). In the model, the market-level supply shock is the latent
variable. Our reference dynamic process is an AR(1) process. We consider the sensitivity

analysis of the labor supply elasticity with respect to such distributional assumption.

8.1 The Data

We use data from New York City’s Taxi and Limousine Commission’s (TLC) Taxi Passen-
ger Enhancement Project (TPEP). The TPEP data contain a complete record of all trips
operated by licensed drivers. The day shift starts at 5 AM and ends at 5 PM, and the night
shift starts at 5 PM and ends at 5 AM. We choose a sample of 10,500 drivers that were
active in 2013 as in Kalouptsidi et al. (2021c¢). We restrict the sample to day shift drivers
who were only working during the day shifts. We aggregate the transaction-level data to the
driver-hour level. In addition, we create 10 uniformly divided bins for weekdays (Monday-
Thursday) and 4 bins®*® for weekends (Friday-Sunday) between the lowest and highest hourly
earnings and calculate the average hourly earnings in each bin. Then, we remove important
days (i.e., Memorial Day, the Fourth of July, and New Year’s Eve). Finally, we restrict the
sample to shifts that started between 5 AM and 8 AM, which accounts for 86.84% shifts for
weekdays, and 71.84% for weekends. The final sample contains 3,562 drivers and 206 days
for weekdays, and 3,322 drivers and 156 days for weekends.

Table 3 presents the hourly summary statistics. The average hourly earnings range from
$24.22 at 4:00 PM to $37.00 at 8:00 AM. The share of drivers who continue working is high
in the early morning, with 100% of drivers working at 6:00 AM and 7:00 AM. This share
starts to decline after 2 PM, and drops substantially to 52.24% and 53.59% by 4:00 PM.

Therefore, we assume that drivers can only choose to stop working between 8 AM and 4 PM.

8.2 The Model

At the beginning of hour t of day m, a taxi driver i decides whether to continue working

(a =1) or not (a = 0). The decision to stop working is a terminating action, meaning the

35The number of bins is chosen so that a Gaussian distribution approximates the stationary distribution
of the market-level supply shock recovered from the last period (see Figure 5).
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Table 3: Summary statistics.

Share of Drivers that Hourly Earnings ($)
Hour Continue Working (%) Weekday Weekend

‘Weekday ‘Weekend Mean Std Dev Mean Std Dev
6:00 AM 100.00 100.00 32.66 3.00 31.47 3.86
7:00 AM 100.00 100.00 35.04 2.88 30.11 4.49
8:00 AM 98.18 96.21 37.00 2.84 31.21 5.68
9:00 AM 97.64 96.34 34.73 2.37 30.56 4.39
10:00 AM 96.57 96.58 30.02 2.19 30.72 3.33
11:00 AM 95.36 95.80 29.12 2.30 31.48 3.11
12:00 PM 95.53 93.98 30.86 2.26 32.88 2.70
1:00 PM 95.13 94.80 30.62 2.34 33.55 2.65
2:00 PM 92.60 92.84 33.80 2.32 35.02 2.62
3:00 PM 80.61 82.09 34.67 2.02 35.45 2.64
4:00 PM 52.24 53.59 24.22 2.08 25.61 2.40
5:00 PM 0.00 0.00 - - - -
# of Drivers 3,562 3,322
# of Days 206 156

Note: The table uses TPEP Data from January 1, 2013 to December 31, 2013. An
observation is defined by a driver-hour.

driver exits the market upon stopping. The period utility of working is given by:

0o + 01 kit + ezkigmt + 03wt + St + i1 1 @i = 1
u<aimta kimt7 Wmnt, gmty Eimts 0) =
Eiomt if @y =0

where k;,,; is the number of hours worked, w,, is the average hourly earnings, €;,; =
(Eitmts Eiome) 18 1.1.d. type I extreme value utility shocks, and &,,; is an exogenously evolved
stationary unobserved market-level supply shock. It captures the market-level time-variant

unobserved heterogeneity such as weather, congestion, or city events.

We assume markets are i.i.d, and suppress the subscript (i, m) for brevity. Let u(k;, wy; 0)
be the deterministic part of period of utility of working up to (&,¢;). Let 5 := 0.999999 be

the discount factor. The smoothed Bellman equation at time ¢ is given by:

Vi(ke, wy, &) = log (exp (vo (e, we, &) + exp (vie(be, we, &)))

where the conditional value functions of working and not working are given by:

vie(Ke, we, &) = u(ke, we; 0) + & 4 BBe, 16, By jue Vi1 (ke + 1, wer, §e41)] (17)
UOt<kta wt,&) =0
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8.3 First-Stage Estimation

With only one terminating action, the utility parameters cannot be identified using (11).
Therefore, we estimate the utility parameters using the Euler Equations in Conditional
Choice Probabilities (ECCP) estimator introduced in Kalouptsidi et al. (2021c). By the
Hotz-Miller Inversion Lemma (Hotz and Miller (1993)), we have:

Vi(ke, wy, &) = —log pi(ke, we, &) = vie(ke, wy, &) — log(1 — pi(ke, wr, &) (18)

where p;(k;, w;) is the CCP of not working. Combining (17) and (18) gives:

log (1 - pt<kt7 W, ft)

pe(ke, wy, &) ) = u(k, wi; 6)+§t_/3]E£t+1‘§t]Ewt+l|wt log ps1 (ke + 1, wip1, &41)] (19)

Without a distributional assumption for &, we cannot calculate the conditional expec-
tation in (19). However, the cross-sectional data allows us to estimate CCPs, denoted as

pie(k, w). We estimate p;(k,w) by a flexible logit for each ¢. Let the expectational error be:

é(kn Wy, K1, Wi, ft) = BlOgﬁtH(ktH» wt+1) - ﬁEfstHMzEwHﬂwt [10gpt+1(kt+1, W41, ft+1)]

where ki1 = ki + 1. Then, we can rewrite (19) as

1o (1 - ﬁt(k?t, wt)
Dt

ou e, 0) > + Blog proi1 (kg1 werr) = u(ke, wy; 0) + & + e(ky, wi, kyyr, wegn, &)
ty Wi

Therefore 6 can be identified using an instrument for & + é(k, wy, kiy1, wir1,&). Denote by
K, the set of possible hours worked at ¢.3¢ The ECCP estimator stacks all k € K;. A unit of
observation is defined by day-hour.

Following Kalouptsidi et al. (2021c), we use the previous day’s average hourly earnings for
the same hour as the IV. Table 4 shows the estimation results. The implied marginal value
of time defined by — 01+202k ranges from $0 at around k& = 7 hours to $5.35 at k£ = 11 hours
for weekdays, and from $0 at around k = 8 hours to $9.95 at k = 11 hours for weekends.

8.4 The Reference Distribution and Scalar Parameters of Interest

We define the reference distribution and introduce the scalar parameters of interest. Let Ny

be the number of drivers who has worked £ hours at hour ¢. The market-level & equates the

36Note that |K;| = 4 for t > 9 AM and |K;| = 3 for t =8 AM.

49



Table 4: ECCP Estimation Results

Model Estimates

‘Weekday ‘Weekend

Variable Coef. Std. Err. Coef. Std. Err.
Constant —2.1720  (0.0304) —0.5631  (0.0724)
Hours worked 0.4035  (0.0025) 0.1866  (0.0032)
Hours worked (squared) —0.0274  (0.0002)  —0.0116  (0.0003)
Average hourly earnings 0.0373  (0.0010) 0.0069  (0.0023)
# of Drivers 3,562 3,322

# of Days 206 156

Notes: A unit of observation is defined by day-hour. Each observation stacks
all k; € ICy. The model is estimated using 2SLS with the previous day’s average
hourly earnings as the IV. The standard errors are clustered at the day-k level.

model-implied weighted average CCP of not working with the observed weighted average:

Ny

PR e
kek, ZkE/Ct Ntk

pi(k, we, &) = S T
keZICt ZkEICt Ntk

pe(k, wy) (20)

As we assume &; is stationary, its marginal distribution at 7 is its stationary distribution.

At hour T, drivers solve a static problem, and the CCP of not working is:

1
1 + exp (u(ky, wr, 7))

pT(kT,wT7§T) -

Therefore, the stationary distribution is identified by recovering &7 to satisfy (20) at T.
Figure 5 plots the kernel density estimator of 7. We fit a Gaussian distribution to the last

period 7. Denote its mean and standard deviation as pe and o, respectively.

Kernel Density Estimator of §; for Weekday Shifts Kernel Density Estimator of & for Weekend Shifts
3.0 : i --- Sample Mean: 0.047 : i --- Sample Mean: -0.169
f Sample Median: 0.059 2.5 1 Sample Median: -0.179
2.5 H 5th %ile: -0.201 H 5th %ile: -0.395
I .. 95th %ile: 0.266 2.0 | ~-- 95th %ile: 0.100
i : ' i :
2.0 ! > i
2 i =15 i
215 ! 2 !
a : 2 !
1.0 ! 10 i
i i
0.5 ! 0.5 i
H H
i i
0.0 : ! : 0.0 : ! :
-0.4 -0.2 0.0 0.2 0.4 -0.6 -0.4 -0.2 0.0 0.2
&r &r

Figure 5: Kernel Density Estimator of the Last Period &r

50



The reference model for & is an AR(1) process:

§=p+p&—1+m (21)

where 7; follows i.i.d normal distribution with mean 0 and variance 0. As we have identified
its stationary distribution, we only need to solve the fixed point problem for p: we begin with
an initial guess of p and circulate between: (i) setting p = pie - (1 — p) and o = g¢ - /1 — p2,
(ii) solving the Bellman equation using backward induction, (iii) recovering & using (20),
and (iv) updating p by refitting the AR(1) process to the recovered &, until convergence. The
reference distribution Fy for (£,¢') is the product of the transition kernel of the estimated

AR(1) process and its stationary distribution v. The perturbation set is defined as:

F={FePU)|F e (w,w), Dxi(F||F) < 8}

We consider two scalar parameters of interest: the elasticity of stopping working, and
the Frisch elasticity of labor supply. Both elasticities are at the individual level, meaning

the demand side remains unchanged. Therefore, we keep the transitions of w; and &; fixed.

For the elasticity of stopping working, we increase the average hourly earnings from the

current bin, wy,, to the next bin, w/ ,. The weighted average of the elasticity at hour ¢ is:

Z Z Nyt pt(k7 w;mwémt) — Dt % w;m — Wt

m k€K mt Zm,kelcmt Nt Prmt Wit

As shown in Table 3, the share of drivers who continue working begins to decline around
11 AM.Moreover, our model does not endogenize the initial entry decision (i.e., the choice of
when to start a shift). To compute the Frisch elasticity, we assume 11 AM is the first hour
drivers can choose to stop working, and consider a 1% increase in average hourly earnings

beginning at 11 AM. The total expected hours worked at day m is:

16
H(masmawmap) = Z Nmk Z(t - 11)pmt(kawmtafmt)Hil_:lll(l _pt1(k7wmt17€mt1))

ke{3,4,5,6} t=12

where N,,;. is the number of drivers whose hours worked is k at 11 AM of day m, and &,,, w,,

are the vectors of &,,;, wy,; for t = 11,...,16. Then, the Frisch elasticity is:

Zm H(ma €m7 w;mp,) - Zm H(m, €m7 wmap)

x 100
Zm H<m7 £WL7 wm7p)
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where w/, = 1.01 - w,,, and p’ is derived from the Bellman equation with wy,.

8.5 Sensitivity Analysis

We convert (19) into an unconditional moment constraint by assuming that p,(k, w, ) is the

solution to (19) for given p;1(k + 1, w, &) if and only if:

1 —Pt(kawt,ft)
pt(kawt?£t>

> —u(k,wy) — & + Blogpea(k + 1, wt+17£t+1))
(22)

Sup EFEwt+1,wt |:gtk (wt7 gt) (log (
9tk €EC(WXE)

Let the term inside the expectation in (22) be ¥y (k, wy, wyi1, &, a1 Uy Diy Prat, Jik)-

To profile out &,,; from recovering the probability of stop working, we assume:

Assumption 13. For V F € F, the solution py.(w,&) corresponding to (22) satisfies the
following: for all m,t, there exists a unique &, € Z that satisfies (20).

The final constraint is a fixed point constraint similar to the procedure used to estimate
the AR(1) process. Suppose F is used in (22). Denote by F an estimator of the distribution
of the pair (&, ¢’) using the recovered {5mt}£,{f1;1:1 from (20). Then, our fixed point constraint
is:

Dgr(F||F) < en

where €,/ is the tolerance level. As the sample size is large, we use Scott’s Rule to initialize the
bandwidth and then use 5-fold cross-validation to select bandwidth candidates around Scott’s
estimate that maximizes the log-likelihood. To choose €);, we estimate the joint distribution
of supply shocks recovered from the AR(1) process by the kernel density estimator with
Gaussian kernel. Then, we set €); to be the KL divergence between the kernel density

estimator and the reference distribution.

Then, the lower bound on the elasticity of stopping working at t is:

/ A /
inf inf Z Z mtk (ka Wt fmt) — Pkmt x Wy — Wit
{pt }T L FeF M kSkoms Zm k€ e Nmtk Prmi Wit
Nmtk mtk
s.t. E —Z (ks Wity Emt) = g Z Pk, wpe) for ¥V m,t
EECme k€K py * Y mitk EECme kemt Nini

sup EFEth,wt [¢t(/€7§t7§t+17wt, wt—i—l;uaptapt—l—hgtk)] forVe<T -1,k (23)

gtk

DKL(FHF) S EM
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The last period T is a static problem, therefore pr is not an optimization parameter. For § =
0, the reference distribution is the unique solution to the above problem. The corresponding

elasticity is the reference elasticity.

For the Frisch elasticity, we increase the earnings coefficient by 1% from 11 AM. This
allows us to leave the discretized state space and its transition unchanged at the cost of

solving additional Bellman equations. The lower bound on the Frisch elasticity is:

Zm H(m, gm’ w;mp/) — Zm H(mv €m7 wmap)

inf  inf x 100
{pt,Pt = IFE}— Zm H<m7£mawm7p)
Nm m
s.t. Z (ke Wity Emt) = Z b by(k, W) for ¥V m, t

k€K me ZkElCmt mtk EEKmt ZkE/Cmt mt
SI}PEFEwm,wt [wt(kaétagt-&-lawta wt—l—l;u?ptapt—i-hgtlk)} for Vi<T -1k
Itk
Sgp ]EFEwt+17’wt [¢t(k7 §t7 gt-‘rl) Wi, W15 U,,p;,p;_;'_l, thk:)i| for V ¢ < T — 17 k
Itk

Dxi(F||F) < en

where u/ is the utility function with the earning coefficient increased by 1% from 11 AM.

8.6 Implementation

We adjust the procedure in Section 7.6 to account for the finite horizon model. The main
difference is that we solve the Bellman equation (19) by backward induction. The number
of Bellman equations (23) is 31.3" The number of optimization parameters is 31 - N,, N¢ + 1
for the elasticity of stopping working, and 62 - N,,N¢ + 1 for the Frisch elasticity, where N,
is the number of bins for average hourly earnings, /V¢ is the number of grid points for &, and
1 is for the KL divergence constraint. We choose N = 99, 5,000 MCMC steps for Frisch
elasticities, 2,500 MCMC steps for elasticities of stopping working, 5 optimization steps, 14
radii (the last is 10'%), and 100 as the simulated annealing multiplier. The covariance matrix

for the random walk in Algorithm 3 is restricted to be diagonal.

8.7 Results

The alternative model is an independent model where the supply shocks are i.i.d. and follow

the stationary distribution identified at 7. The independent model is closer to the reference

3"Note that Kg = {1,2,3},K; = {t —8,t —7,t —6,t — 5} for t =9,--- , 15.
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model for weekends than for weekdays. The KL divergence between the independent model

and the reference model is 0.115 for weekends and 3.673 for weekdays.

Figure 6 plots the elasticity of stopping working from 9 AM to 3 PM for weekdays and
weekends. We set & = 0.001 for local deviation and § = 1 for global deviation. Large
points indicate that the KL divergence constraint is binding. When two consecutive points
align horizontally, this indicates that increasing the radius does not affect the bounds. The
elasticity of stopping working is negative and decreases over time. In particular, the labor
supply is inelastic before 11 AM on weekdays and 12 PM on weekends, and elastic after that.
At 3 PM, the elasticity of stopping working is around -2 for weekdays and -2.5 for week-
ends. Overall, both weekday and weekend elasticities are not sensitive to the distributional
assumption. For weekdays, elasticity in the morning is more sensitive than in the afternoon

in terms of both local and global sensitivity, while it is the opposite for weekends.

Figure 7 plots the Frisch elasticity bounds for weekdays and weekends. The reference
Frisch elasticity is 0.472 for weekends and 0.698 for weekdays. Our reference estimates are
consistent with labor supply literature. For example, Buchholz et al. (2023) reports a Frisch
elasticity ranging from 0.47-0.54 for NYC taxi drivers. For both weekdays and weekends, the
bounds flatten around 0.032-0.056. In terms of local sensitivity, the results appear sensitive
to the distributional assumption, with a deviation of 28.37% for weekdays and 21.76% for
weekends. In terms of global sensitivity, the deviation is larger, with 76.83% for weekdays and
42.84% for weekends. For the robustness metric approach, we consider a 15% deviation from
the reference Frisch elasticity. The weekday’s robustness metric is around 0.001 for the upper
bound, while the lower bound never reaches the 15% deviation. The weekend’s robustness
metric is around 0.008 for the upper bound, and 0.01 for the lower bound. Therefore, the
weekday’s lower bound is more robust than the weekend’s lower bound, while the weekday’s

upper bound is less robust than the weekend’s upper bound.

Bounds on Elasticity of Stopping by Hour of Day for Weekday Bounds on Elasticity of Stopping by Hour of Day for Weekend
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Figure 6: Elasticity of Stopping Working by Hour of Day for NYC Taxi Drivers
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Bounds on Frisch Elasticity of Labor Supply for Weekday Bounds on Frisch Elasticity of Labor Supply for Weekend
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Figure 7: Frisch Elasticity Bounds by Hour of Day for NYC Taxi Drivers

9 Conclusion

We propose a computationally tractable framework to quantify the sensitivity of outcomes
of interest to misspecified latent-state dynamics in structural models. We derive bounds on
a scalar parameter of interest by perturbing a reference dynamic process, while imposing
a stationarity condition for time-homogeneous models or a Markovian condition for time-
inhomogeneous models. We apply the approach to an infinite-horizon dynamic demand
model for new cars in the UK, Germany, and France, and a finite-horizon dynamic labor

supply model for taxi drivers in New York City.
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A Additional Examples

Example 4 (Infinite Horizon Dynamic Discrete Choice Models). This example considers
the serial independence assumption on utility shocks in a single-agent DDC model, as in

Rust (1987). Agents solve the Bellman equation for the conditional value function v € V:
Uj($7 5) = Uy (:B? g; 9) + /BEEI‘E]Exllx,j ma}( Uy (zlv 5/) (24)
J'e

where ¢ € R” is a vector of utility shocks for each action j € J, x € X is the observable
state variable, 5 € (0, 1) is the discount factor, u;(z, ;) is the period utility parameterized

by 6 € ©, and V is the class of conditional value functions.

Let U := (g,€’) be a vector of current and future utility shocks. The serial independence

is often imposed on utility shocks, which implies a reference distribution:

dFQ(U) = Vo(d€)1/0(d€/>
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whose perturbation set is defined as:

F={F e PU) | F €, ), Dir(F||Fo) < 6}

Suppose the scalar parameter of interest is the social welfare, defined as:

E, E. max v; (x,¢€)

We convert the Bellman equation (24) into a restriction that depends on the joint distri-
bution F' € F. We assume there exists a class of Lagrange multiplier functions G such that

v solves the Bellman equation (24) if and only if:

sup EFE:r,j,x/ [gj(xa 5) (Uj(l', 6) - UJ'(:C? g, 6) - ﬁmax’uj/(x’, 81))] =0
=Y VN

We can rewrite the structural constraint as:

supEgp [¥(U;0,v,9)] =0

geg
where ¥(U;0,v,g) = E, . (95(, €) (vj(2, &) —u;(x,€;0) — Bmaxje s vy (2, €))).

We consider the following moment conditions for estimation:

Epl(vj(z,e) = maxvy(z,€)) = Py(jlz) YV (j,z) e T x X

i'eg
where 1 is the indicator function, and FPy(j|z) is the population CCP. We assume X has
discrete support, and rewrite the moment conditions as:

Er[m(U;v)] = PRy

where m(U;v) stacks the indicator functions for each (x, j) given v, and Py stacks the CCPs.

Then, the lower bound on the social welfare is given by:

inf E, E; maxv;(z,¢)
(0,0, F)EOXVXF jeTJ

st. Erp[m(U;v)] =Py
SupEF [¢<Ua 97 U?.g)] =0

geg

Example 5 (Infinite Horizon Dynamic Discrete-Continuous Choice Models). This example
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considers the serial independence assumption on the consumption shock in a single-agent
dynamic discrete-continuous choice model, as in Iskhakov et al. (2017) and Levy and Schiraldi
(2022). At each period, individuals make a discrete choice j € J, and a continuous choice

q € R. The value function solves the Bellman equation:
V(.CU’ Ia 57 8) = max {U‘J(q7 x, [7 57 0) + gj + 6E§’|§Ez’|z,jv(x/7 Il? 5/7 8/)}
7.

where [ is the resource constraint (e.g., inventory) evolving deterministically over time ac-
cording to I' = L(x,I,q,7), © € X is the observable state variable, ¢ € R’ is a vector of
i.i.d. Extreme Value Type I utility shocks, £ € = is the consumption shock, u;(q, z, I,&;0)
is the period utility parameterized by § € ©, and € (0,1) is the discount factor.

Let ¢; := ¢j(x,1,§) be the conditional optimal continuous choice for (j,,1,§). Given

q;, the conditional value function v; € V solves:

/Uj(xa [?5) :uj<q;>x7[7£76)+BE§’|§EI’|3:,] +ﬁ7 (25)

log (Z exp (vj (2, [/,5/)))

j'eT

exp(v;(z,1,€))
Diteq exp(vj/(x,l,f)) )

We assume that the optimal continuous choice is attained at an interior point and the

The model-implied conditional choice probability is p(j|z, I,§) =

dominated convergence theorem holds. Therefore, the first-order condition for (25) holds:

u;(q;, =, 1,£;0) Ovj (', I',&") | OL(z,1,q;,5)
y by 4 S E’]Ex’x' U J ) YR =0
'eg
By the envelope theorem, we have:
81}j/<l‘/,1,,€/) . an/(q;/,$/7I/7£/;0)
ol N dq
Therefore, the Euler equation for the optimal continuous choice is:
auj(‘];kyxvjagve) 8U]’/(q>‘f/,l‘,,[,,€/;9) 8L(x7]aq*aj)
E/ ]Ex/x' -/ /’[/’ / J J :0
B4 + PReelora, ;p@ ESVINS 97 90

(26)

Let U := (£,£') be a vector of current and future consumption shocks. The serial inde-

pendence is often imposed on consumption shocks, which implies a reference distribution:

dFy(U) := vo(d€)vp(de’)
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whose perturbation set is defined as:
F:={FePU)|F €ll(v,v), Drr(F|Fy) <}

Suppose the scalar parameter of interest is the social welfare, defined as:

log (Z exp (Uj(x717§)>>]

JjeJ

]EVOEz,I

We convert the Bellman equation (25) and the Euler equation (26) into restrictions that
depend on the joint distribution ' € F. We assume there exists a class of Lagrange multiplier
functions G such that v := (vy,--- ,v,4¢f, -+, ¢}) solves the Bellman equation (25), and the

Euler equation (26) if and only if:

1
glteg j'eg

sup EFECC,I,j,LE/ g?(x, Ia 5)

g2€g

= dq dq

We rewrite the structural constraints as sup,cg Er [¢(U;0,v, g)] = 0 where ¢ is the sum of

the two expressions inside the expectations and g := (g!, ¢%).

We consider the following moment conditions for estimation: V (j,z,I) € J x X x T

F [p(]\l‘,f,f)] = PO(j|*T?[>7 Ep [q;(l‘,[, 6)} = QO(j7$>I)

where Py(j|z,I) is the population CCP and qo(j,x, ) is the population continuous choice
function. We discretize X' xZ for estimation, and rewrite the moment conditions as Ep [m(U;v)] =
PEr [m(U;v)] = Py where m (P,) stacks the model-implied (population) CCPs and contin-

uous choice functions.
Then, the lower bound on the social welfare is given by:
TR Ry
JjeT
st. Epm(U;v)] =P
sup IE’F [1/}<U7 07 v, g)] =0

geg
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B

B.1

Proofs

Supporting Lemmas

Lemma 4 (Fan’s Minimax Theory). Suppose the following conditions hold:

1.

2.

3.

X be a compact Hausdorff space and Y a nonempty set (not necessarily topologized).
Let f: X XY — R be a real-valued function.

For¥Y y eY, f(,y) is convezlike on X, i.e., for all x1,x9 € X and X\ € [0,1], there
exists vo € X such that f(xo,y) < Af(z1,y) + (1 — N f(22,y).

For¥ z € X, f(x,-) is concavelike on Y, i.e., for all y;,y, € Y and X € [0,1], there
exists yo € Y such that f(x,y0) > MNf(x,y1) + (1 — N) f(x,y2).

ForYyeY, f(-,y) is lower semicontinuous on X.

Then, we have:

sup inf f(z,y) = inf Sup f(x,y)

Proof. See Ricceri and Simons (2013) Theorem 1.3. O

Lemma 5. Let {A,} be a sequence of compact sets such that dy(A,, A) = o,(1) where A is
compact. Then, the following holds:

(Consistency) If f : A — R is continuous, then: |inf, f —inf 4 f| = 0,(1).

(Convergence Rate) If dy( Ay, A) = O,(cy,) for some ¢, — 0, and f is Lipschitz con-
tinuous, then: |inf 4, f—infy f| = Opy(cn).

Proof. As A,, and A are compact and f is continuous, the infimum is achieved by the extreme

value theorem. Denote minimizers as a}, € A, and o* € A.

1.

As dy(A,, A) = 0,(1), there exists a sequence a,, € A such that d(a,a,) = 0,(1).
By the continuity of f, we have: |f(a’) — f(an)| = 0,(1), which implies: f(a}) =
flan) + 0,(1) > f(a*) + 0,(1). Similarly, there exists a sequence b, € A, such that
d(b,,a*) = o0,(1). By the continuity of f, we have: |f(b,) — f(a*)| = 0,(1), which
implies: f(a*) = f(b,) + 0,(1) > f(a}) + 0,(1). Combining both inequalities, we have
flak) > f(a*) + o0,(1) > f(ak) + 0p(1) + 0p(1), which implies: |infy, f —infa f| =

|f(az) = f(a")] = op(1).
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2. For the second part, let L be the Lipschitz constant. There exists a sequence a, € A
such that d(a},a,) = O,(c,), by the Lipschitz continuity of f, we have: |f(a}) —
flan)| < Ld(a},a,) = Oy(c,), which implies: f(a)) > f(a,) — Ld(a}, a,) > f(a*) —
Ld(a},a,). Similarly, there exists a sequence b, € A, such that d(b,,a*) = O,(c,).
By the Lipschitz continuity of f, we have: |f(b,) — f(a*)| < Ld(bn,a*) = O,(cy),
which implies: f(a*) > f(b,) — Ld(b,,a*) > f(a) — Ld(b,,a*). Combining both
inequalities, we have: f(a’) > f(a*) — Ld(b,,a*) > f(a})—2Ld(b,, a*), which implies:
Fa3) — ()] < 2Ld(bu,a”) = Oylen).

Lemma 6. Let 6 > 0 and F, € P(U) Let Fip, = {F S P(U) | DKL(FHFO) < 5}

(i)  Fkr is compact in the topology of weak convergence.

(i)  Fkr is closed in the topology of weak convergence.

Proof. 1. See Pinski et al. (2015) Proposition 2.1.

2. By Nutz (2021) Lemma 1.3, Dg(F||Fp) is lower-semicontinuous in the topology
of weak convergence, i.e., for F,, — F weakly, we have liminf, . D (F,|Fo) >
DKL(F”F()) Since Fn € FKL, we have DKL<F||FQ) S 5

[]

Lemma 7. Let v; € P(U;) fori € {1,--- ,k}, then:

(i)  (vy,--- ) is closed in the topology of weak convergence.

(ii) (v, --- ,vx) is compact and convex in the topology of weak convergence.

(iii) (v, --- ,vg) is a Hausdorff topological space.

(iv)  Under Assumption 2(i), I1(v1,vy) is closed in the topology of weak convergence.
(v)  Il(w1, ) is convex in the topology of weak convergence.

(vi)  Under Assumption 2(i), I1(vy,vy) is compact in the topology of weak convergence.
(vit) 1I(vq,vg) is a Hausdorff topological space.

(viii) Suppose N is convex and closed and Assumption 2(i) holds, {FF € P(U) | F € Il(v,v,),v € N'}

is closed in the topology of weak convergence.
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(ix)  Suppose N is convex and closed and Assumption 2(i) holds, then {F € P(U) | F € II(v, ), v € N'}

is convex in the topology of weak convergence.

(r)  Suppose N is convex and closed and Assumption 2(i) holds, {F € P(U) | F € Il(v,vy),v € N'}

is compact in the topology of weak convergence.

(zi)  Suppose N is convex and closed and Assumption 2(i) holds, {F € P(U) | F € Il(v,vy),v € N'}

is a Hausdorff topological space.

(zii) Lemmas 7(viii)-7(xi) also hold for {F € P(Z?) | F € ll(v,v),v € N'}.

Proof. 1. Closedness and compactness of I1(vy, -+ ,14): see the proof of Villani et al.
(2009) Theorem 4.1.

2. Closedness and compactness of II(v,v,): By Assumption 2(i), II(14, vy) is tight,
and by Prokhorov’s theorem it has a compact closure. By passing to the limit in the

equation for marginals, II(vy, vy) is closed. Therefore, it is compact.

3. Closedness and compactness of {F € P(U) | F € II(v,1y),v € N'}: By Assump-
tion 2(i), the set {F € P(U) | F € II(v,v,),v € N'} is tight, and by Prokhorov’s theo-
rem it has a compact closure. By passing to the limit in the equation for marginals, it

is closed. Therefore, it is compact.

4. Closedness and compactness of {F € P(U) | F € ll(v,v),v € N'}: The proof is

similar to the previous part.
5. Convexity: It is straightforward.

6. Hausdorff: By Billingsley (2013) Page 72(i), the Prohorov distance is a metric on the

space of probability measures. Metrizable topological spaces are Hausdorff.

]

Lemma 8. Let § > 0, Fy € P(U), and v; € P(U;) for i € {1,--- ,k}. Define:
F={FePU)|Fell(v, ), Dgr(F|Fy) <}

(i)  F is closed and compact in the topology of weak convergence.
(i) F is convex in the topology of weak convergence.

(i1i) F is a Hausdorff topological space.
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Proof. 1. By Lemmas 6(ii) and 7(i), F is the intersection of two closed sets. Therefore,
it is closed. By Rudin et al. (1976) Theorem 2.35, F is compact.

2. Since KL divergence is jointly convex (see Nutz (2021) Lemma 1.3), we have Dy, (AF+
(1 — )\)FQHFO) < )\DKL(F1||F0) + (1 — /\)DKL(F2||FO) < 0 for \ € [0, 1] and Fl, F2 e F.
Moreover, AFy + (1 — X\)Fy € II(vy, - - - , ). Therefore, F is convex.

3. By Billingsley (2013) Page 72(i), the Prohorov distance is a metric on the space of

probability measures. Metrizable topological spaces are Hausdorff.

]

Lemma 9. Suppose Assumption 2(i) holds. Let § > 0, Fy € P(U), and v; € P(U;) for
1€ {1,]€} Let Frelaged = {F S P(Z/{) | F e H(I/l,l/k>,DKL(FHF0> < 5}

(i) Frelazea 1S closed and compact in the topology of weak convergence.
(17)  Frelazead 1S convez in the topology of weak convergence.

(151)  Fretazea @5 a Hausdorff topological space.

Proof. 1. By Lemmas 6(ii) and 7(iv), Frelaxed 18 the intersection of two closed sets. There-

fore, it is closed. By Rudin et al. (1976) Theorem 2.35, Frelaxed 18 cOmpact.
2. The proof is identical to the proof of Lemma 8(ii).

3. The proof is identical to the proof of Lemma 8(iii).

]

Lemma 10. Suppose Assumption 2(i) holds. Letd > 0, Fy € P(U) and vy, € P(Uy). Suppose
N C P(Uy) is convex. Let Fur retazed := {F € PU) | F € U(v,vy),v € N, Dgr(F||Fy) < 6}

(1) FN Relazea @S closed and compact in the topology of weak convergence.
(11)  FN Relazea 1S convex in the topology of weak convergence.

(111)  FN Relazea @S @ Hausdorff topological space.

Proof. 1. By Lemma 7(viii), and Rudin et al. (1976) Theorem 2.35, Fr Relaxed 1S compact.

2. Note that N is convex. For any Fi, Fy € Fn Relaxed; We have v1,15 € N. By the
convexity of N, we have A\v; +(1 =Ny € N for A € [0,1]. Therefore, \F1+(1—\)Fy €
(A + (1 — Mo, 1) and Dgp(AFy 4+ (1 — N Ey||Fo) < 6. Thus, Fur Relaxed 1S convex.
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3. The proof is identical to the proof of Lemma 8(iii).

B.2 Proofs in Section 2
B.2.1 Proof of Theorems 1 and 10

We only prove Theorem 1. The proofs for Theorem 10 is similar. First, we prove the minimax

part. The Lagrangian of the Primal problem is:

k(0, P) = inf sup  Egplc(U;0,v,9,\)] + Ak D (F||Fo) — Ao — \T'p
(Q,U)GC")XV )\ERdP
Fell(v1,..,k) A >0,9€G

Lemma 11 (Minimax). Under Assumption 1, we have:

5,P)= inf inf Eplc(U;0 M|+ A Dir(F||Fy) — Agpd — A\TP
(9, P) (0,@%1616><V ,\21:{813 FEH(IE .... ) rlc(U;0,v,9,\)] + Ak D (F|| Fo) KL
Ak 1>0,9€G

Proof. In the proof, we show that the minimax theorem holds for given (6,v) by verifying

the conditions in Lemma 4. For notational simplicity, define:
L(F,g,\Akr) = Ep [c(U;0,v,9, M) + Ak D (F[| Fo) — A6 — AP

e Compactness: By Lemma 7(ii), II(vq,- - , 1) is compact.
e Hausdorff: By Lemma 7(iii), II(vy, - - - , 1) is Hausdorff.

e Concavelike: Note that L(F, g, A\, Ak) is linear in (A, A, g). Therefore, the con-

cavelike condition is satisfied.

e Convexlike: By Lemma 7(ii), II(vq,--- ,1) is a convex space. Therefore, convex
combinations of elements in II(vy, - - ,vy) are also in II(vy, - - - , ). Since Dy (F|| Fp)
is jointly convex (see Nutz (2021) Lemma 1.3), and the expectation is linear in F', the

convexlike condition also holds.

e Lower-semicontinuity: Let h(U) := —(1 + |[A|1)Cog(1 + d(U,U)). Under As-
sumption 1(v), we have h € L*(F) for all F' € II(vy,--- ,v). Therefore, for given
(A Ak, 9), Eplc(U;0,v,9,\)] is lower-semicontinuous in F' by Villani et al. (2009)
Lemma 4.3. By Nutz (2021) Lemma 1.3, Dk (F||Fp) is lower-semicontinuous in F.
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By the superadditivity of liminf, L(F, g, A\, Ax1) is also lower-semicontinuous in F' for

given (\, Akr,9).

Lemma 12. Define:

L(0,0,v,9,\) := sup inf  Ep[c(U;0,v,9,\)] + Mg D (F||Fy) — A6 — AP

A, >0 FEl(v,v)

Under Assumption 1, we have:

L(5,0,v,9,\) = sup inf  Ep[c(U;0,v,9,\) + Agpp(U)]+ Ak (Dgp(F||Fg)—6)—A\"P

Arxr>0 Fell(vi, k)
Proof. By Assumption 1(ii), we have:

d4F dF,

dF dF

Moreover, by Assumption 1(v), we have c(U;0,v,9,\),p € L'(F) for V F € Tl(vy, -+ , ).

Therefore, the sum of two expectations is also well-defined. n

Lemma 13. Suppose Assumption 1 holds. If ¢c(U;0,v,g,\) and p(U) are continuous in U,

then optimizing over Ak > 0 gives the same value as optimizing over A\ > 0, i.e.,

L(0,0,v,9,\) = sup inf  Eplc(U;0,v,9,\) + Agrp(U)| 4+ k(D (F||Fg)—0)—ATP

)‘KL>0 FEH(VIV" 1Vk)

Proof. By Eckstein and Nutz (2023) Proposition 3.1, we have:

lim inf Er[c(U;0,v,9,\) + Ak pp(U) |+ k(D (F||Fg)—0) = inf Er [c(U;6,v,9,\)]

A0 FEl(vy, ,vk) Fell(vy, ,vk)

Therefore, for any sequence Ny, — 0 as ¢ — oo, we have:

lim inf Ep[c(U;0,v,g9,\) + AKLp(U)]qL)\iKL(DKL(FHF®)—6) = inf Er[c(U;0,v,g,)\)]

i—00 Fell(v1, ) Fel (v, k)
[l

Then, we show the EOT duality part. For Ay > 0, consider the following EOT problem:

C(@,U,g, )\,/\KL) = inf EF [C(U, Q,’U7g7 /\)+)\KLP<U)] +)\KLDKL(F||F®>

Fell(vy, - ,vk)
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Theorem 12 (EOT Duality). Under Assumption 1, for Agr, > 0, the following holds:

k k
—1 Pi(Ui) — :0,0,9, A
C(0,v,9, A\ Akr) = sup ZEW@(UZ) — AxrER, exp(zz:l ¢i(Us) — c(U; 0,0, 9, \)

3 )+ AkL
{picL (W)Y, =1 KL

Moreover, the worst-case distribution is given by:

dF*(U)
dFo(U)

) Fo-a.s.

where {¢*}F_, are unique mazimizers up to additive constants Fy-almost surely.

Proof. Under Assumption 1(v), ¢(U;0,v,9,\),p(U) € L'(Fyg). For two marginals (k = 2),
see Nutz (2021) Theorem 4.7 and Remark 4.8(a). The results generalize directly to the
multi-marginal case (see Nutz and Wiesel (2022) Section 6). Their results hold Fg-a.s.
Since Fy < Flg, the results also hold Fj-a.s. Moreover, note that:

Zf:l (bl(Ul) — C(U7 97 v, g, )‘)
)\KL

Zle ¢i(Us) — c(U;0,v,9,\) — Agrp(U)
AKL

)

Er, exp( ) = Eg, exp(

O

B.2.2 Proof of Proposition 1

Proof of Proposition 1. As showed in Nutz (2021) equation 4.11, the fact that F* in
Theorem 12 is a probability measure with marginals (v4,--- , 1) implies the Schrodinger

equations: for V j < k:

¢; (Uj) = —AxrlogEp, _; exp( .
KL

Vj-a.s.

Since c is k-times continuously differentiable in U, the right-hand side is also k-times con-
tinuously differentiable in U;. Therefore, ¢%(U;) is k-times continuously differentiable in Uj
for Vj <k. O

B.2.3 Proof of Theorem 2

Proof of Theorem 2. In the proof, we first swap the order of infimum over F' and the

supremum over (A, Axr,g) by the minimax theorem. Then, we swap the order of infimum
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over v and the supremum over (¢1, ¢2) by the minimax theorem. Define:

E(F,g, A )\KL) =Ep [C(faf/; 0,v,9, )‘)] + )\KLDKL(FHFO) — Akr0 — AP

e Compactness and Hausdorff: By Lemma 7(xii), {FF € P(Z?) | F € lI(v,v),v € N'}

is compact and Hausdorff.

e Concavelike: Note that L(F, g, \, Aky) is linear in (A, Ak, g). Therefore, the con-

cavelike condition is satisfied.

e Convexlike: By Lemma 7(xii), {F € P(=?) | F € II(v,v),v € N'} is convex. Since
D (F||Foy) is jointly convex (see Nutz (2021) Lemma 1.3), and the expectation is

linear in F', the convexlike condition also holds.

e Lower-semicontinuity: Let h(£,&) := —(1 + | A1) Cong(1 + d(&, €, €,€)). Under
Assumption 1(v) and as Z is compact, we have h € L>*(Z?). Therefore, for given
(M Ak, 9), Epe(€,€50,v,g,\)] is lower-semicontinuous in F' by Villani et al. (2009)
Lemma 4.3. By Nutz (2021) Lemma 1.3, Dk (F | Fp) is lower-semicontinuous in F.

By the superadditivity of liminf, £(F, g, A\, A1) is also lower-semicontinuous in F' for

given (A, Axr,9).

Therefore, by Lemma 4 and the EOT duality in Theorem 1, we have:

Kstationary(01,0, P) = inf sup inf C(0,v,9,\, Ak, V) — Agrd — AP

(B,U)GGXV )\eRdP7AKLZO7g€g veN
+ ! — C\G, ,;G,U, 7)\
C(0.v.9, A Akcr,v) = sup EV[¢1(§>+¢2(5’>]—AKLEFOexp@(@ M'S)A €880 09.2)
¢1,02€ L (v) KL

)i

Furthermore, as = is compact, we can replace L'(v) with L>(Z). Moreover, ¢} and ¢} are
bounded (see Nutz (2021) Lemma 4.9) Moreover, by the lower semicontinuity of ¢(&,¢£’; 6, v, g, \),

the Fatou’s lemma, and the proof of Theorem 12, ¢} and ¢} are lower semicontinuous.

Next, we swap the order of infimum over v and the supremum over (¢1, ¢2):

e Compactness and Hausdorff: By Lemma 6, N is compact. Note that metrizable

spaces are Hausdorff.

e Convexlike: As the expectation is linear in v and N is convex, the convexlike condi-

tion is satisfied.

e Concavelike: It is straightforward to see that the objective function is concave in

(¢1,02) as L*®°(Z) is convex.
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e Lower-semicontinuity: For given (¢1, o), E, [¢1(£) + ¢2(£')] is lower-semicontinuous
in v by Villani et al. (2009) Lemma 4.3 as ¢; and ¢, are bounded.

The KL divergence DRO duality holds by Hu and Hong (2013) Theorem 1. ]

B.3 Proofs in Section 3

We only prove Theorem 3. The proof for Theorem 11 is the same.

B.3.1 Proof of Theorem 3

Proof of Theorem 3. 1. Minimax Part: The proof of minimax part is similar to
Lemma 11. Convexity and compactness of II(vy, vr) are given by Lemmas 7(v) and
7(vi). Moreover, the bounds on the cost function is replaced by the finite constant in

Assumption 2(iii). Finally, Lemma 7(iii) is replaced by Lemma 7(vii).

2. Duality Part: For notational simplicity, let ¢(U) = c¢(U;0,v,g, A, As). Then, Sgyn

can be rewritten as:

Fell(vy,vr)
By Assumption 2(iii), exp(%) is bounded and in particular, exp(%) € L' (F).

Therefore, we can define the auxiliary reference measure R as follows:

dR(U) := exp(_)\cl(fL]))dFo(U)

Note that R ~ Fy. Then, (27) is equivalent to:*®

Fell(vy,vr)

By Léonard (2014) Theorem 2.4, we have:
Dir(F||R) = Dgr(Fir||Rir) + Er, [DKL(F|1,THR|1,T)}

where Iy 7 and Ry 7 are the two-period marginals of F' and R, respectively. Fjy 1, B r

38This is the Schrodinger bridge problem, see Léonard (2013) for continuous time setting and De Bortoli
et al. (2021) for discrete time setting.
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are the conditional distribution given (&1, &r). In particular, we have:

exp (M> dF0<£17 B 7£T)

)\KL

dR(&, -+ &) _/

§2,-56T 1

de,T(fb fT) = /

&2 €1

The second term is minimized at F[} ; = Ry 7. Therefore, (28) can be reduced to the

static Schrodinger bridge problem:

inf  Dgp(Fir|Rir) (29)

Fy rell(vy,vr)

where ﬁ(Vl, vr) is the set of all joint distributions of (&1, &r) with marginals 14 and vr.

Note that:

)\KL

de,T@l,fT):( /5 _ow (P8t dFo(gz,...,gT_n&,gT)) AFMT (60, 6)

By Assumption 2(iii), we have R;r ~ Fy’". By Assumption 2(ii), we have Ryp ~
11 @ vp. Therefore, Tlg, (v, vr) := {F € f[(Vl,VT) | Dk r(F||Rir) < +o0} # 0. By
Assumption 2(ii) and Nutz (2021) Theorem 2.1, the unique solution to (29) has the

form:

dFY (&1, Er)
dRy7(&1,¢r)

and ¢; € L'(11), ¢4 € L*(vr). By Nutz (2021) Theorem 3.2, we have:

= exp (91(&1) + ¢7(6r))  Rir-as.

ipf DKL(FLT“RLT) = sup Eyl ¢1+EVT¢T—/6XP (gbl + ¢T) dejT'f‘l

Fi,rell(vi,vr) p1€L(v1),¢r€L (V)
Multiplying both sides by Ak and letting ¢ := Agr¢1 and ¢ := Agpor, we have:

O+ Or

KL

inf Ak Drr(Fir||Rir) = sup B 91+ B0 or—Ak1ER, - exp < )+)\KL

Py peli(vi,vr) 1L (n),prel (vr)
Then, we have:

¢1(&1) + ¢7(ér) — c(U)

)\KL

dF*(U) = dF}dF}; 7 = exp < ) dFy(U)

where ¢ and ¢7. are the unique maximizers up to an additive constant.

3. Markov Property: Assumption 2(iv) implies that ¢(U) is also pairwise additive, i.e.,
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c(U) = ZtT:_ll ct(&, &41) for some (&, &41). Therefore, we can write:

T-1

4F(U) = exp (Z a6 6n1) | 01(6) + ¢;<5T>> dE(U)

p— AKL AKL

which has Markov property as Fy has Markov property.’

4. Since k11(9, P) > Fr1(6, P) and the solution to &ry(d, P) corresponding to A5, > 0 has
the Markov property, we have: rr1(d, P) = R11(d, P).

O
B.3.2 Proof of Theorem 4

Proof of Theorem 4. The proof of minimax part is similar to Lemma 11. Lemma 7(ii) is
replaced by Lemmas 7(x) and 7(ix). Lemma 7(iii) is replaced by Lemma 7(xi). Finally, the

bounds on the cost function is replaced by the finite constant in Assumption 2(iii). O

B.3.3 Proof of Lemma 1

Proof of Lemma 1. Let my, m be the unique solutions to the EOT problem with respect
to vy, vy, respectively. Then, m := Amy + (1 — M)y € TI(Avy + (1 — N)vy, vp) for all A € [0,1].
By Nutz (2021) Lemma 1.3, the KL divergence is jointly convex. Therefore, we have:

DKL(7T||(/\V1 + (1 — )\)VQ) X l/T) S )\DKL(W1||V1 X VT) + (1 — )\)DKL(WQHVQ & VT)

Therefore, we have:

EOT()\I/l + (1 - )\)VQ, l/T> S /6(§I,§T)d7r(§1,§;r) + )\KLDKL(W“()\VI + (1 - /\)1/2) X VT)

<A / é(6r, E)dm(n, &) + (1— N) / é(6r, &) dmy(61.E1)

+ >\KL (/\DKL(T('1||V1 (029 l/T> + (1 — /\)DKL<7T2||V2 (29 VT))
= )\EOT(Vl, l/T) + (]_ - /\)EOT(VQ, I/T)

See Goldfeld et al. (2024) Lemma E.23 for the directional derivative. O
39The left part is the (unnormalized) pairwise Markov random field Wainwright et al. (2008).
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B.4 Proofs in Section 4
B.4.1 Proof of Lemma 2

Proof of Lemma 2. By the continuity of Ex [m(U;6,v(a))], A, A; are closed. By Rudin
et al. (1976) Theorem 2.35, a closed subset of a compact set is compact. Therefore, Ay, A,
are compact as A is compact (Lemmas 8(i) and 9(i)). For the nonempty part, see the proof
of Theorem 5. O

B.4.2 Proof of Theorem 5

Proof of Theorem 5(i). 1. Since ¢, > ||Py — Py, we have A; C A;.
2. If Ay = A, the result is trivial.

3. Suppose A; # A. By Assumption 3(v), we have for some §(¢) > 0:

inf |[Ep [m(U;0,0(a))]=Pollec = inf |[[Ep[m(U;0,v(c)]=Fot0p(1)]le = 0()+0,(1)
d(a,Ar)>e d(a,Ar)>e

Similarly, we have:

sup |Er im(U; 0,v(a))|—Folloc < sup |[|[Ep [m(U;0,v(e))|—P,+0, o < —
Alpll [m( (@))]=Fo <A1p|| [m( (a))]=Pato,(1)]| <\/ﬁ

Therefore, with probability approaching 1:

sup [Er [m(U; 0,v(a))] = Rolle < 6(e) < inf  [[Ep [m(U;0, v(a))] = Palls
A d(a, Ar)>e

which implies that: with probability approaching 1, A; {a : d(a, A;) > ¢} = 0.
Thus, A; C {a : d(a, A;) < e} with probability approaching 1. Therefore, we have
with probability approaching 1, dH(AI, Aj) <e. As ¢ is arbitrary, dH(./Zl], Ap) = o0,(1).

O

Lemma 14 (Existence of a Polynomial Minorant). Under Assumptions 3, 4, and 5, we have

for¥ € € (0,1) there exists (k.,n.) such that for all n > n., we have:

|IEr [m(U;6,v())] — Palloo > %min{Cg,d(oz,AI)}

uniformly on {ald(a, Ar) > \*’}%} with probability at least 1 — e.
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Proof. Note that:

Vil[Br [m(U; 0, v(e))] = Pallee = [Vn(Er [m(U; 6, v(e))] = Fo) + V(o = Po)ll
> [IVr(Er [m(U; 0, v(e))] = Po)llso = V(P — Pa) ]
= [[IVr(Er [m(U;0,v())] = Po)lloc — Op(1)]

where we used ||z +y/| > |||z]|—ly||| and v/n(Py— P,) = O,(1). Therefore, for V ¢ there exists
M. > 0 and n.; such that for all n > n.;, with probability at least 1 —¢e: |O,(1)| < M..
Choose (ke,ne) such that n. > n.1, C1k. > 2M,, and /nC1Cqy > 2M, for all n > n.. Then,
with probability at least 1 — e: uniformly on {« : d(«a, A;) > £ }

IWVR(Er m(U;0,0(a)] = Po)llec = Op(1) = [Vn(Br [m(U; 6, v())] = Po)llo — M,
Z \/501 min{Cg, d(Oé, A[)} — Me

> %\/501 min{Cy, d(a, A7)} + %\/501 min{Cy, \/—} M.

v

%\/ECI min{C'Q, d(a7 AI)}

Therefore, with probability at least 1 — e: uniformly on {a : d(«, A7) >

<
i

[ [m(U30,0(0))] = Pl 2 5Comin{Ca,d(a, A1)
[l

Proof of Theorem 5(ii). For ¥V ¢ > 0, let the positive constants (k.,n.) be as specified
in Lemma 14. Let ¢ := max{—ﬁe, Cn}- Furthermore there exists no > n. such that for all

< Cy as 2= = 0,(1), and ¢, > *=

n > ng, with probability at least 1 —e: ¢, := N R

Cl
=
Therefore, with probability at least 1 — ¢, for all n > ngr

. ] Cy . cy . C, B c
a,d(al,gé)zen IEp [m(U;0,v())] — Pulloo > > min{Cs, d(a, Ar)} > 7m1n{6’2,5n} > 5= 7

Therefore, combining the first part in Theorem 5(i) we have: with probability at least
l—e A C A, C {ald(a, A;) < e,}. Thus, dH(AI,A[) < ¢,. Therefore, we have: for
V ¢ > 0, there exists n. such that for all n > n., we have: with probability at least

Cq
1—e: dH(.AI,AI) < g,. As ¢ is arbitrary, we have |dfm:?1’::§ < T:{{I:ZC"} M, . with
probability at least 1 — . Therefore, we have dp (Ay, AI) = p(%). O
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B.4.3 Proof of Theorem 6

Proof. 1t is a direct consequence of Lemma 5 and Theorem 5 O

B.4.4 Proof of Theorem 7

Proof of Theorem 7. We verify conditions in Bonnans and Shapiro (2013) Theorem 4.25.

We first verify the setting in Bonnans and Shapiro (2013) Page 260. By Bogachev and
Ruas (2007) Theorem 4.6.1, all real countably additive measures on (U, B(U)) with the
variation norm is a Banach space. Therefore, the product of R% and all real countably
additive measures with the variation norm plus the Euclidean norm is also a Banach space.

Therefore, the setting is satisfied.

Moreover, by Lemmas 8(i), 8(ii), 9(i), and 9(ii), the sets F and Frelaxea are closed and
convex. By Assumption 3(i), © is also closed (as it is compact) and convex. Therefore,
A is closed and convex. According to Bonnans and Shapiro (2013) equation (2.194), the
Robinson’s constraint qualification (defined in their equation (2.163)) is equivalent to As-
sumption 8(i). In their notation, G(a, P) := P(a) — P and f(«a, P) = s(«). Thus, the

Robinson’s constraint qualification holds.

By Bonnans and Shapiro (2013) Theorem 4.9. The Robinson’s constraint qualification

implies the directional regularity condition for any direction.

Therefore, by Bonnans and Shapiro (2013) Theorem 4.25, the maps x(d, P) and £11(d, P)
are Hadamard directionally differentiable at Py, and note that DpL(a, A, Py)h = —A\Th where
L(a,\, P) = s(a)+ \T'(P(a) — P).

The asymptotic distribution follows Fang and Santos (2019) Theorem 2.1. O

B.5 Proofs in Section 5
B.5.1 Proof of Theorem 8

Proof of Theorem 8. The quantization rate is in FEckstein and Nutz (2024) Remark 2.1.
Other parts follow directly from Eckstein and Nutz (2024) Theorem 3.1(i). O

B.5.2 Proof of Theorem 9

Lemma 15. Under Assumptions 3 and 9(ii), A?Lip is compact.
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Proof. By Assumption 9(ii), Ity and Ilty are both tight, and by Prokhorov’s theorem they
have compact closure. By passing to the limit in the equation for marginals, Ilty and Iy
are closed, which implies A}, = {F € P(U) | F € II, Dg(F||Fy) < 0} is closed where II is
either Iy or Ilty. By Lemma 6(i) and Rudin et al. (1976) Theorem 2.35, A}, is compact.
By Assumption 3(v), A} ;,, is closed. Therefore, it is compact. O

Lemma 16. Let I1 be either Ly or Iz, Under Assumption 9, Dy (F||Fy) is continuously
differentiable on {F € I1| Dk (F||Fy) < d}.

Proof. The directional derivative’® of Dy (F||Fp) in the direction F} is:

dF
DeDica(F[Fo)(Fy ~ F) = ~Dies(FIIFo) + [ log §1-dFy

which is linear in F;. Under Assumption 9, we have:

R0 B aR )

dF(U) | dP(U) 1

! / 2L !/
| log < a(ldF(U) — dF(U)| + |dFo(U") — dFo(U)]) < @IIU — Ul

dF(U) dF(U)
dFo (U) dFo(U)

above, we have log - € LY(Fy) for any F, € II. By the Kantorovich-Rubinstein duality?!,

it holds that: IF

which implies the directional derivative is continuous in F' as W; is a metric on P(U), (see
Villani (2021) Remark 7.13(iii)), and thus Gateaux differentiable.

is bounded from

Therefore, log is Lipschitz continuous in U. Moreover, as log

2L
< @Wl(Fm F3)

Moreover, for any Fi, Fy, F € 11, let || - || v be the total variation norm, we have:

2C
[1osGpar| < & [ iar@) - ar@)ar = 2217 - Bl
2

Furthermore, note that:

|Drcr(F1]|Fo) — Drcr(Fa|| Fo)l

S '/dFllOngl —/nglOngQ

+ ‘/(dFl - dFQ) 1Ong0

= ‘/dFl(longl —logdFy) + /(dF1 — dF,) logdFy| + ’/(dFl — dFy)logdF,

10See Nutz (2021) equation 1.10.
41See Villani (2021). The cost function is ¢(U,U’) = U’ — U]|.
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2C 2C
< 2R~ Bl + 4l10g CllIFs ~ Bliry = (22 + 4110 4l ) IR~ Fllry
3 3

Therefore, we have:

4C
|Dr D (B[ Fo) — Dy Dicr, (Fo|| Fo)lop < ( —= + 4| log Cu| ) | Fy — F|zv
Cs

which implies its Gateaux derivative is also continuous in F' in the operator norm topology.
Therefore, Dy (F||Fpy) is continuously differentiable on {F € II| Dk (F||Fo) < d}. O

Proof of Theorem 9. Consider the following optimization problem:

k(0,P) = inf s(a) st. Pla)=F, Dgp(F|F) <6
CXG@XHTH
Note that Ilpy is convex and closed, A? Lip 18 compact by Lemma 15, and s(«) is continuous.

By the extreme value theorem, the infimum is achieved. Therefore, A‘;*Lip is nonempty.

We aim to show the Hadamard directionally differentiability of (6, P) in the directional
d == (1,0%). We will verify the conditions in Bonnans and Shapiro (2013) Theorem 4.25.
In particular, we verify the directional regularity condition in the direction d := (1,0%) for
all o* € Ai’zip. By Lemma 16, Dy (F||Fp) is continuously differentiable on Ilty. Therefore,
the setting in Bonnans and Shapiro (2013) Page 260 is satisfied.

For a* = (0%, F*) € A?’Lp, by Bonnans and Shapiro (2013) Theorem 4.9, the directional

regularity condition in the direction d is equivalent to:
o cint ][ PreENF) =0\ [ DeDice(F|Fo) (T = F7) = [0,400) | (" (=00,0
P(a*) = Ry DP(a*)(© x I — o*) — 0% 0dr

By Assumption 9(iv), the second part is satisfied. The first part is straightforward as
—[0,400) — (—00,0] = R.

Assumption 9(v) is the same as Assumption (iii) of Theorem 4.25 in Bonnans and Shapiro
(2013). Moreover, Assumption 9(vi) is the same as Assumption (iv) of Theorem 4.25 in
Bonnans and Shapiro (2013). Therefore, Bonnans and Shapiro (2013) Theorem 4.25 shows
the right differentiability of x(d, Fp).

The proof for #r1(d, Fy) is the same. O
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B.6 Proof in Section 7
B.6.1 Proof of Lemma 3

Proof of Lemma 3. (i) See Rust et al. (2002) Theorem 1.

(i) e (<) Suppose V*(w) is the unique fixed point of (9).
(Existence) Note that so(w) ;=1 — exp (w — V*(w)) is a fixed point of (15).
(Uniqueness) Suppose so(w) is a fixed point of (15). Let V(w) := w — log(1 —
so(w)). Then, we show that V(w) is a fixed point of (9). It suffices to show that:

BE [V (w')|w] = log (exp(V (w)) — exp(w))

where the right-hand Side equals to w+log (ios(o“(’zj) ), and the left-hand side equals
to BE [w' —log(1 — so(w’))|w]. Since sp(w) is a fixed point of (15), we have RHS
= LHS. Therefore, V(w) is a fixed point of (9).

Prove by contradiction. Suppose there are two fixed points so(w) and 3p(w) to
(15). Then, we have: V(w) = w — log(1 — so(w)), V(w) = w — log(1 — 5o(w))
are both the fixed points to (9) as shown above. Since (9) has a unique fixed
point, we have V(w) = V(w) for all w. Therefore, we have s¢(w) = 5(w) for all

w. Contradiction.
e (=) Suppose (15) has a unique fixed point s§(w).
(Existence) Note that V(w) := w — log(1 — s}(w)) is a fixed point of (9).
(Uniqueness) Suppose V(w) is a fixed point. Then, we show that so(w) :=
1 —exp (w — V(w)) is a fixed point of (15). As V(w) = w—log(1 —s¢(w)) is a fixed
point of (9), we have: exp (w — log(1 — sp(w))) = exp (w)+exp (BE [w" — log(1 — so(w’))|w]).
It implies m = 1+ exp (FE [w —log(1 — so(w'))|w] —w). Rearranging it
shows that so(w) is a fixed point of (15).

Prove by contradiction. Suppose there are two fixed points V;(w) and Va(w) to
(9). Then, we have: sp(w) = 1 — exp (w — Vi (w)), So(w) = 1 — exp (w — Va(w))
are both the fixed points to (15) as shown above. Since (15) has a unique fixed
point, we have so(w) = §p(w) for all w. Therefore, we have V;(w) = Va(w) for all

w. Contradiction.

(iii) This is a direct consequence of the above argument.
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